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Reduction of features representing papers in the dataset
Mainly on slots containing proper names
Recognition of bigrams
Synonyms represented by the same synsets



Naïve Bayes Classification: Naïve Bayes Classification: 
ITemITem Recommender Recommender 

Content-based item recommending on the basis of 
ratings given by users
Naïve Bayes text classification to assign a score
(level of interest) to  items according to the user 
preferences

Performance comparable to more complex 
algorithms
Increasingly popular in text classification

Result: user profile containing the probabilistic 
model of user preferences

ITem Recommender (ITR)
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KeywordKeyword--based search resultsbased search results

word cosine similarity
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SenseSense--based search resultsbased search results

sense cosine similarity
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ExampleExample of of SenseSense--basedbased UserUser ProfileProfile
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Features are WordNet synsets 

is computed on synsets instead of keywords



Search results with keywordSearch results with keyword--based profilebased profile

computed by keyword-based user profile

word cosine similarity



Search results with senseSearch results with sense--based profilebased profile

computed by sense-based user profile

sense cosine similarity



Future WorkFuture Work

Ontology-based user context models
Integration of specific domain ontologies in the WSD 
algorithm
Representation of user models in RDF language



ContactsContacts

Link:

http://193.204.187.223:8080/EMIRDELOS/

G. Semeraro semeraro@di.uniba.it
P. Lops lops@di.uniba.it
M. Degemmis degemmis@di.uniba.it
P. Basile basilepp@di.uniba.it

http://192.204.187.223:8080/EMIRDELOS/


Classification Phase Classification Phase 
Each document is represented as a vector of BOS, one for 
each slot
Each slot is independent from the others
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tk is the kth token (occurring nkim times in BOS bim)

bim is the BOS in slot sm of instance di



Semantic Indexing ProcedureSemantic Indexing Procedure

A document d mapped into a list of WordNet synsets in 3 
steps:

Each monosemous unigramw in a slot of the document 
d mapped into the corresponding WordNet synset;
For each bigram <w1,w2> of the type <noun,noun> or 
<adjective,noun>, a search in WordNet for one synset 
is performed. If it exists, WSD algorithm applied to the 
bigram, otherwise applied separately to w1 and w2, 
using all words in the slot as the context C of w;
Each polysemous unigram w disambiguated using all 
words in the slot as the context C of w.
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