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Preface

The ultimate goal of many information access systems (e.g. digital libraries, web, intranet) is to
provide the right content to their end-users. This content is increasingly a mixture of text, multimedia,
metadata, and is formatted according to the adopted W3C standard for information repositories, the so-
called eXtensible Markup Language (XML). Whereas many of today’s information access systems
still treat documents as single large (text) blocks, XML offers the opportunity to exploit the internal
structure of documents in order to allow for more precise access thus providing more specific answers
to user requests. Providing effective access to XML-based content is therefore a key issue for the
success of these systems.

The aim of the INEX campaign (Initiative for the Evaluation of XML Retrieval) is to provide the
infrastructure and a framework to investigate the performance of information retrieval systems that
aim at providing effective access to XML content. More precisely, the aim of the INEX initiative is to
provide means, in the form of a large XML test collection and appropriate scoring methods, for the
evaluation of content-oriented XML retrieval systems.

The aim of the INEX 2004 workshop is to bring together researchers in the field of XML retrieval who
participated in the INEX 2004 evaluation campaign. During the past year participating organisations
contributed to the building of a large-scale XML test collection by creating topics, performing
retrieval runs and providing relevance assessments. The workshop concludes the results of this large-
scale effort, summarises and addresses encountered issues and devises a work plan for the evaluation
of XML retrieval systems.

INEX 2004 was composed of five tracks:

—  Ad hoc retrieval track, which can be regarded as a simulation of how a digital library might be
used, where a static set of XML documents and their components is searched using a new set of
queries (topics) containing contain both content and structural conditions.

— Interactive track, which aims to investigate the behaviour of users when interacting with
components of XML documents.

—  Heterogeneous collection track, where retrieval is on a collection comprising various XML sub-
collections from different digital libraries, as well as material from other computer science-related
resources.

- Relevance feedback track dealing with relevance feedback methods for XML.

—  Natural language track where natural language formulations of structural conditions of queries
have to be answered.

The workshop is organised into presentation and workshop sessions. During the presentation sessions
participants will have the opportunity to present their approaches to XML indexing and retrieval taken
within INEX 2004, in any of the above tracks. Papers related to evaluation methodology in any of or
across the above five tracks will also be presented.

The workshop sessions will serve as discussion forums to review issues related to the creation of the
INEX topics, the definition of relevance, the use of the on-line assessment system, the development of
evaluation metrics, and the various tracks.
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Schloss Dagstuhl

Schloss Dagstuhl or Dagstuhl manor house was built in 1760 by the then reigning prince
Count Anton von Ottingen-Soetern-Hohenbaldern. After the French Revolution and
occupation by the French in 1794, Dagstuhl was temporarily in the possession of a Lorraine
ironworks. In 1806 the manor house along with the accompanying lands was purchased by the
French Baron Wilhelm de Lasalle von Louisenthal. In 1959 the House of Lasalle von
Louisenthal died out, at which time the manor house was then taken over by an order of
Franciscan nuns, who set up an old-age home there. In 1989 the Saarland government
purchased the manor house for the purpose of setting up the International Conference and
Research Center for Computer Science. The first seminar in Dagstuhl took place in August of
1990. Every year approximately 2,000 research scientists from all over the world attend the
30-35 Dagstuhl Seminars and an equal number of other events hosted at the center.
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NEXI, Now and Next

Andrew Trotman
Department of Computer Science
University of Otago
Dunedin, New Zealand
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ABSTRACT

NEXI was introduced in INEX 2004 as a query language for
specifying structured and unstructured queries on XML
documents. A language expressive enough for INEX yet simple
enough for users to get right. These goals have been achieved. In
particular, the error rate in CAS queries has dropped from 63% in
2003 to 12% in 2004. This drop is shown to be a consequence of
not only the language, but the tools introduced with it: the source
code for a parser was downloaded by 13 IP addresses, while a
web implementation was accessed 635 times from 71 addresses.

Although NEXI is suitable for the ad hoc track, it is not
sufficiently expressive enough for the heterogeneous track, or for
question answering. The syntax necessary to extend to these
purposes is proposed. This includes weighted terms and weighted
paths. The new syntax is strictly an extension so does not
invalidate any existing queries.

1. INTRODUCTION

Each of the first three INEX [4] workshops used a different query
language. At the first workshop queries were specified in XML
[6], at the second in XPath [7], and at the third in NEXI [14].
This succession of languages occurred because, as a consequence
of each workshop, new and different query types, and how to
specify them, have become clear.

The first INEX workshop was modeled on TREC, and
consequently a TREC-like topic format was chosen. Topics were
broken into four parts, title, description, narrative and keywords.
Of these, the title contained the IR query, and is consequently of
focus. For Content Only (CO) queries, the title was a two or three
word description of the topic. For Content And Structure (CAS)
queries, the title was further marked up in XML. The optional
<te> tag was used to specify target elements for the search, while
<cw> was used to identify content words that were optionally
associated with a container element, <ce>.

<Title>
<te>tig</te>
<cw>QBIC</cw><ce>bibl</ce>
<cw>image retrieval</cw>
</Title>

Figure 1: An INEX 2002 query fragment (INEX topic 05).

An example query, the title element from INEX topic 05 is given
in Figure 1. In this example, the user is searching for documents
that contain the phrase “image retrieval”, contain the word QBIC
in a <bibl> element, and asking for <tig> elements to be retrieved.
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It was quickly established that this query language was
insufficient for the need [11].

First, the XML format allowed the user to specify queries that
were simple mechanical processes. In the above example, once
relevant documents have been identified, the process of extracting
the <tig> (or title group) is mechanical. There is one, and only
one, <tig> element in each document. Identifying and extracting
it can be done with a simple text search.

Second, the language was not expressive enough. The target
element was specified irrespective of the context of the query. It
was not possible to specify a query of the nature “find sections
about sunny New Zealand”; the nearest such query was “find
sections from documents about sunny New Zealand” — two quite
different queries.

For the second workshop XPath [1] was adopted in the hope it
would alleviate these problems, and it did. With the addition of a
function for ranked information retrieval (about), and the
elimination of non-IR functions (e.g. contains) XPath proved
sufficiently expressive.

XPath introduced new problems! O’Keefe and Trotman [10]
provide an analysis of the failure of XPath as a query language for
INEX. Perhaps the most damming evidence is the error rate in
the official topics. Of the 30 CAS topics, 19 contained errors;
that is a 63% error rate in queries written by IR experts.

Subsequently, the INEX 2003 Queries Working Group identified
the requirements for a query language suitable for INEX [13]. In
brief, it had to look like XPath, be easier to use, and oriented to
IR.

Considerable effort was spent defining the query language NEXI
[14], used at the 2004 workshop. Designed with the sole purpose
of satisfying the requirements of INEX (and the Queries Working
Group), this language is a simplified XPath containing only the
descendant axis; while at the same time an extended XPath
containing the about function. NEXI is in use at the current
(2004) workshop.

The use of NEXI within and without INEX is examined. From
this, the conclusion is drawn that it has successfully proven to be
a suitable language for XML retrieval. Future requirements are
examined, and extensions are proposed. Adoption of these
extensions is recommended.

2. CURRENT STATE OF PLAY
The ad hoc track at INEX consists of two tasks, the Content Only
(CO) and Content and Structure (CAS) tasks.

In the CO task, it is the task of the search engine to identify
relevant document elements that satisfy a user query. By



definition, the query does not specify where to look, or what
elements to retrieve. A CO query is a sequence of terms, and
example of which is INEX Topic 37: “temporal database queries
and query processing”. For this query, the search engine is
expected to identify and return a relevance ranked list of
document elements about temporal database queries and query
processing.

There are two variants of the CAS task, the Strict CAS (SCAS)'
and the Vague CAS (VCAS). The queries for both are the same;
it is only the interpretation that differs — the reader is referred to
Fuhr, Malik, and Lalmas [3] for details. In a CAS query,
structural elements are included in the query. If a user wishes to
find document abstracts that discuss INEX, it is necessary to
specify <abstract> as the target element. If a user is searching for
smith, but knows they want Dr. Smith and not an ironmonger,
they may specify that Smith is an author.

The Queries Working Group at INEX 2003 [13] identified the
requirements of a query language necessary to satisfy CAS
queries within the context of INEX. In brief, that language must:

e  Be a subset of XPath, so as to be familiar to the XML
community. Tag instancing was removed, axes were limited
to only the descendant axis, filters remained but the not-
equals operator was not permitted with string types.

e Support multiple data types. String and numeric types were
specified. XPath filters remained, but a restricted set of
operators was included.

e  Be vaguely interpretable. It must be an IR language. To this
end, the AND operator and OR operator were specified as
ANDish and ORish.

e  Specify one and only one target element (shown below to
have been violated).

Additionally, this language allowed the specification of CO

queries. It was also specified as extensible.

Trotman and Sigurbjornsson [14] proposed NEXI, an IR query
language for XML that satisfied the requirements of the Working
Group and was subsequently adopted for the 2004 INEX. They
also provided the source code to a parser, and for INEX 2004 an
on-line parser.

2.1 Query Errors at INEX 2004

Examining the first release of the topics for 2004 (version 2004-
01), 4 of the 34 CAS queries contain errors (12%). In the CO
queries 6 of 39 contain errors (15%). The error rate in CAS is
now lower than that in CO.

2.1.1 Examining CAS errors:
Topics 137 and 158 were missing a close bracket at the end of the
query. There are corrected by appending “]°.

Topic 138 contained the incorrect expression
“about (., //sec, thread implementation)” which is
incorrect in the first comma. This is corrected by removing the
erroneous comma.

Topic 161 contained the incorrect expression “about (./atl,
database access methods)” which is incorrect in so far
as it uses the child axis. This is corrected by replacing “/” with
w

" At INEX 2004, SCAS was deprecated

11

2.1.2 Examining CO errors:
Topics 176, 177, and 196 contained illegal punctuation. This is
corrected by removing the punctuation.

“wn

Topic 190 contained the quoted expression “"e-commerce"”
which, as the hyphen makes e-commerce a single word, is a single
word phrase. Phrases consist of strictly more than one word so
this is erroneous. This is corrected by removing the quotes.

Topics 178 and 179 contain phrases delimited with question mark
characters “?”. This is corrected by replacing those characters
with quotes.

2.2 Online Parser

In 2004 an online query syntax checker was introduced. Use was
logged, with accesses from the University of Otago stripped (to
avoid skewing by the developers). Logs were analyzed for the
period April 12" through to October 26™; between the date when
the parser went online, and when analysis began. Table 1 shows
the number of times the parser was accessed each month.

There was a total of 635 requests on 37 distinct dates from 71
internet addresses. Most of the requests occurred during April
and May. The topic submission date was May 7". In Figure 1,
the cumulative number of requests on each day of activity is
shown. There is a clear burst of activity around the submission
date, and finishing on 11"™ May. Activity immediately after
submission date may be caused by late submissions.

Table 1: Parse requests to the online NEXI parser

Month Requests

April 167
May 447
June 4
July 3
August 5
September 9

Cumulative Use of Online NEXI Parser

600
500

400

Requests (Cumulative)

05 Jul

12Apr 26Apr 10May 24May 07Jun  21Jun 19Jul  02Aug 16Aug 30Aug 13Sep 27Sep

—e— Cumulative Requests

Figure 1: Cumulative use of the online NEXI parser shows
considerable use between April 27™ and May 11™. The topic
submission date was May 7™. Vertical lines are shown for the
topic submission date, and each revision date.



After the submission date, but before the first release of the topic
set, there was a clear burst of activity (18" through 28" May), this
is likely to be the period in which topics were corrected. There
was very little activity during the period in which the topic set
was under revision, with only 3 requests between the first release
(version 2004-001) and the final release (version 2004-07).

It is hard to account for activity in August and September. The
requests were valid and the authors are using the parser for the
purpose in which it was designed (users are not hacking the
parser).

The parser was in the New Zealand time zone, whereas a time-
zone for the due and release dates was not given. Requests from
the University of Otago were removed from the logs before
analysis.

Requests by IP Address

Req

Figure 2: Number of requests from each IP address in
decreasing order.

Figure 2 shows the number of requests for each accessing IP
address. The number of requests ranged from 94 to 1. The 94
accesses appears to be an outlying point; with the next highest
accesses being 36 and then 27 requests. The mean number of
requests per address was 8.9, the median being 5.

No effort has been spent trying to resolve IP addresses to
institutions; doing so is likely to decrease the number of addresses
and increase the mean and median.

2.3 Was NEXI Successful?

The initial error rate in queries has dropped from 63% in 2003 to
12% in 2004. The error rate for CAS topics is now about the
same as that in CO topics. The number of topic revisions has
halved. From this is would be reasonable to conclude changes
made between 2003 and 2004 had a marked effect on syntactic
correctness of queries. Those changes were not, however, limited
to query language changes.

First, the queries submitted to INEX were checked for syntax
errors as part of the selection process. This bias, although
present, is not a major contributing factor. Of the originally
submitted 84 CAS queries, 18 (21%) contained errors, whereas of
the 107 CO topics, 19 (18%) contained errors. These two error
rates are about equal. The error rate in the original submissions in
2003 is not known.

Second, having written XPath parsers for 2003, the participants
themselves should have been familiar with the language, and
therefore more able to write syntactically correct queries than
before.
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Third, web access to an online parser was made available during
the topic development period. This has, no doubt, had an effect
on the correctness of the submitted queries.

Fourth, the source for a command line version of the parser was
attached to the language specification; and downloadable from the
web site. It was downloaded by 13 IP addresses; discussion with
some INEX participants suggests it was also used.

The decrease of errors in CAS topics is considered a sign of NEXI
success; however, there are still areas that need addressing.
During 2003, the topics underwent 12 revisions over a period of
38 days. In 2004, it took only 7 revisions, but 41 days. One can
but hope that in future years topics are submitted correctly and on
time.

3. THE FUTURE

NEXI was, by design, the simplest query language that could
possibly work. The subset of XPath was chosen in order to
ensure nothing unnecessary was included. To this end, NEXI has
proven a success for ad hoc searching, but only for ad hoc
searching — it has proven unsuitable for other types of search.
This shortfall is now addressed with additions for question
answering, heterogeneous searching, and a new wildcard.

3.1 Wildcards

The NEXI path wildcard operator, *, is defined as meaning “first
or subsequent descendant” [14]. A new “here or below” wildcard,
+, is introduced, but it is of limited use.

As //article//+ means “article or below”, /+ must mean “nothing
or below”. This nothingness is meaningless, as there must be at
least one element present. Specifying the existence of one or
more elements is done with //*. Use of //+ is therefore prohibited.

Use of two or more adjacent //+ operators is meaningless;
/larticle//+ and //article//+//+ are semantically equivalent. The
two forms //article//+//bm and //article//bm are also equivalent.
Use of the + inside a path is meaningless as it simply specifies
there might be a node, which is implicit in the descendant
operator.

There exists only one place this new operator can be used; the end
of a path specification. The form //*//+ is redundant, and
equivalent to //*, further restricting the use of +.

The new addition to the path syntax is:
zero _any node: NODE QUALIFIER '+'

which requires the following changes:

: any node
node_sequence
node_sequence any_node
attribute node

node_sequence

\

\

| node_sequence
| any node attribute node
\

node_sequence zero_any node
node_sequence: node
| node_ sequence node

| node sequence any node node



| node sequence any node any node

node: named node | tag list node

It is unfortunate that the late addition of the + wildcard operator
results in * meaning one or more and + meaning zero or more
because these two operators have each other’s definition in
regular expressions.

Strict interpretation: “//A//+” means at or below the “//A”
element.

Loose interpretation: “As paths are only hints, feel free to ignore
this”

3.2 Multiple Target Elements

The tag list syntax, “//(A/B)” means “either the A or the B
element”. As this syntax is not forbidden as the target element, it
might be exploited by a topic author to identify multiple target
elements. This use, although valid, is discouraged.

3.3 NEXI for Question Answering

There is currently no question answering track at INEX, however
the authors anticipate there being so. Ogilvie [9] has already
discussed the inadequacies of NEXI to fulfill this role. We
concede, it was not designed for this purpose and does not fulfill
the role. Ogilvie does, however, propose syntax for the purpose.

In place of an about function, Ogilvie suggests a weight function;
which he gives by example:

//sentence[.//event//VBD[weight (0.4 kill 0.3
assassinate 0.2 murder 0.1 shoot)] AND
.//patient//person[weight (0.4 ‘Abraham
Lincoln’ 0.4 ‘President Lincoln’ 0.1 ‘honest
Abe’ 0.1 Lincoln)]]//agent//person

weight differs from about in three ways. First, phrases are
specified using single quotes in place of double quotes. Second,
the path occurs outside the clause rather than inside it. Third,
weights for each term are given. Altering the weight to resemble
about results in:

Example:

//sentence [weight (.//event//VBD, 0.4 kill 0.3
assassinate 0.2 murder 0.1 shoot) AND

weight (.//patient//person, 0.4 "Abraham
Lincoln" 0.4 "President Lincoln" 0.1 "honest
Abe" 0.1 Lincoln)]//agent//person

the formal syntax of which is:

decimal: NUMBER | NUMBER '.' NUMBER

WEIGHT: "weight"
weighted co: decimal term
| weighted co decimal term

weight clause: WEIGHT '(' relative path ',
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weighted co ")'

additionally, the definition of filter is altered to:

filter: about clause
| weight clause

| arithmetic_clause

Strict  interpretation: “In  the example, only a
//sentence//agent//person element is correct, that said, it will most
likely tell me who killed honest Abe”.

“What I want is most likely a
//sentence//agent//person  element that will tell me who
assassinated honest Abe. 1 know several ways of saying
assassinate, and honest Abe, here are some and how likely I think
you are to see them — but I might be wrong about this”.

3.3.1 QA Paths

Ogilvie notes that path semantics may require relaxation for
Question Answering. The paths may, instead, refer to a structural
annotation of the document content. In no way should NEXI be
interpreted as prohibiting any such interpretation of paths — this is
the loose interpretation embraced.

Loose interpretation:

3.4 NEXI for Heterogeneous Searching

The heterogeneous track chose a subset of topics from the ad hoc
track, and added to them some special purpose topics. Of the
chosen topics, 161 and 196 contained errors (discussed above). In
version 2 of the heterogeneous topics there are 4 added topics,
one of which contains spurious punctuation (topic 4). Topics
should be checked for syntax errors before inclusion in any topic
list.

The heterogeneous track has four types of queries, Content Only
(CO), Basic CAS (BCAS), Complex CAS (CCAS) and Extended
CCAS (ECCAS).

This year CO topics from the ad hoc track were used for the
heterogeneous track. As the IEEE collection is part of the
heterogeneous collection, this decision avoids any additional
relevance assessing on that collection. Consequently, all CO
topics in the heterogeneous track are already in NEXI.

Basic CAS topics contain one structural constraint and one textual
constraint. They can all be specified in the form

//constraint [about (., content) ]

where constraint and content are single terms. This is a subset of
NEXI which was, consequently, chosen for specifying BCAS
topics.

Compex CAS topics are the heterogeneous equivalent of ad hoc

CAS topics. They are in the form //A[B] or //A[B]/C[D]. CCAS
topics are specified in NEXI.

Extended Complex Content and Structure (ECCAS) topics allow
the query author to specify a belief in the correctness of a
structural constraint. The example given in the track guidelines
[2] is:



//author (0.8) [about (title(0.5),
Retrieval’) ],

‘Information

in which the user has an 80% certainty the answer is an author
element, thinks the article will be about information retrieval, but
has only a 50% certain that this will be discussed in the title.
There were no ECCAS topics submitted and NEXI did not
support syntax for them.

ECCAS topics are expected in future years. To this end, syntax
supporting user certainty in tag specification is needed.
Extending NEXI would require only small changes from the
syntax proposed in the heterogeneous track guidelines.

First, in NEXI phrases are specified using double quotes, phrases
in ECCAS should be specified in the same way. Second, paths in
a NEXI about function are relative to the context path (the path
being filtered) but in the example given in the heterogeneous
track guidelines [2], the path is an absolute path. The change to
absolute paths prevents the specification of queries that can be
resolved through a mechanical process, however it also restricts
the expressiveness of the query — these kinds of queries can’t be
written. This tradeoff is considered acceptable.

The syntax requires only small changes:

weight: ' (' decimal ")'

tag: XMLTAG | XMLTAG weight

Strict interpretation “//A(0.5)” is a 0.5 certainty in the
correctness of “//A” for the purpose in which it is being used.
“//A(0.5)//B(0.3)” is a 0.3 certainty of “//A//B” for its purpose and
a 0.5 certainty in “//A” for its purpose. In the expression
“//(A(0.2) | B(0.5))”, the certainty of being “//A” is given along
with the certainty of “//B”. The certainty values are only hits, and
are open to interpretation.

Loose interpretation “I’m not sure where to look, these places
might be good”

3.5 Uncertain NEXI

The heterogeneous additions combined with the question
answering additions provide the syntax necessary for certainty of
path and certainty of search term combinations. A query of this
nature can be considered super-loose or utterly uncertain; the user
is uncertain of everything (a THISish search?).

Example:

//bb (0.3) [weight (.,
Retrieval")]

0.2 "Information

Strict interpretation: There is no strict interpretation.

Loose interpretation: “The answer is probably a <bb> element,
and it probably says something about Information Retrieval, but
I’m not certain about this”
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3.6 Relevance Feedback NEXI

In relevance feedback it is not uncommon to add additional search
terms or to weight search terms. The natural analogue for
structured searching is adding paths and weighting paths. Syntax
for both weighting terms and paths is suggested above. Here the
applicability to relevance feedback is identified.

4. OTHER NEXI RELATED WORK

Kamps et al. [5] suggest adding the ancestor axis to NEXI. They
call this superset Positive Temporal XPath. Although this syntax
is not more expressive (all queries specifiable in Positive
Temporal XPath can be expressed in NEXI), they suggest
specifying a path from child to parent is more natural to some
users than vice versa. They conjecture that paths specified using
both ancestor and descendant may be more succinct than using
just one or the other.

It is unfortunate that some users prefer parent to child, while
others prefer child to parent; using one or the other is simpler than
using either or both. In an effort to remain simple, the
introduction of an ancestor axis to NEXI is left as future work.

Mihajlovi¢ et al. [8] choose to store the INEX collection in a
relational database. Between the relational database and NEXI
they introduce an algebra. With this approach it is possible to
change (and experiment with) the underlying relational structure
independent of the algebraic optimization of query expressions. It
also allows the introduction and optimization of XML IR
operators such as about. They choose the range approach for
searching structured documents and consequently their introduced
algebra is an algebra of regions. Piwowarski and Gallinari [12]
prefer a probabilistic implementation and introduce a probabilistic
algebra for a subset of XPath which is a superset of NEXI.

5. CONCLUSIONS

NEXI has proven to be successful for INEX. This success is due
to a combination of the simple XPath like syntax, the online
parser, and the command-line parser. The online parser was used
a total of 635 times from 71 IP addresses, the command line
parser was downloaded from 13 IP addresses. As a consequence
of this use the error rate in CAS queries dropped from 63% in
2003 to 12% in 2004.

Although NEXI has proven suitable for ad hoc retrieval, it has
also proven inadequate for question answering and heterogeneous
searching. New syntax is added for these purposes. In essence,
this new syntax adds weighted paths and weighted search terms.
These extensions might also be used for relevance feedback.

Wildcards in paths are extended to include a zero or more
descendants wildcard, +. The new wildcard is meaningless except
at the end of a path.

The adoption of the extensions proposed herein will allow tracks
in addition to ad hoc to use NEXI. This use, and continued use in
the ad hoc track, is recommended.
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If INEX is the Answer, what is the Question?
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ABSTRACT

The INEX query languages allow the extraction of fragments
from selected documents. This power is not much used in
INEX queries. The paper suggests reasons why, and consid-
ers which kind of document collection this feature might be
useful for.

1. WHAT IS THE INEX ANSWER?

We can distinguish four kinds of IR-like query for semi-
structured data:

CO Content Only—a classical information retrieval query
to select a document from a collection of documents
based on the occurrence of terms and phrases any-
where within it.

CC Content-in-Context—a combination of contexts (paths)
and CO queries to apply in those contexts, used to se-
lect documents from a collection of documents. Queries
like this have been around almost as there have been
SGML collections to search in.

EC Element-in-Context—a CC-like query is used to select
elements from documents in a collection, with each
element being treated as if it were a document and
reported separately. These are NEXI “Basic CAS”
queries. You can see CC queries as BCAS queries that
just happen to select article elements, but the dis-
tinction between CC and EC is useful.

2S Two-Stage—An EC query is used to select elements,
and then a further EC query is used to select portions
of those elements. This is not used for highlighting
within documents; the elements selected in the second
stage are reported separately.

The INEX Answer is “EC and 2S queries”.
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2. WHAT IS PROBLEMATIC ABOUT THE
INEX ANSWER?

It turns out that INEX participants have found it very hard
to formulate non-trivial EC and 2S queries, and even harder
to evaluate them. The INEX’03 topics included thirty Con-
tent and Structure queries:

N type tag gloss
14 CC article whole articles
3 EC sec sections
1 EC abs abstracts
1 EC p paragraphs
1 EC vt curricula vite
6 2S sec sections
2 2S abs abstracts
1 2S bb bibliography items
2 25 * IR engine’s choice

That is, nearly half of the queries did not exploit the INEX
Answer.

One reason for this is simply that there is not a lot of struc-
ture that one can usefully exploit in the INEX collection.
Basically, there’s front matter, including authors, title, and
abstracts, body with a whole bunch of variously tagged sec-
tions and subsections, and back matter with bibliography
and author biographies.

Things changed in 2004, but not much. There were 35 CAS
topics.

N type tag gloss

8 CC  article whole articles

2 EC sec sections

1 EC abs abstracts

1 EC p paragraphs

1 EC vt curricula vite

1 EC ©bib entire bibliographies
1 EC (plfgc) paragraphs or figure captions
8 2S5 sec sections

1 28 abs abstracts

1 2S bb bibliography items

1 28 P paragraphs

1 28 fig figures

1 2S bdy whole bodies

2 25 * IR engine’s choice

A little over three quarters of the INEX’04 CAS queries did



exploit the INEX Answer, but how usefully?

Some of these queries are thought-provoking.

e In query 161, the containing article must be about
access methods for spatial data and text, while the
selected bb elements need not be about either. They
could be about access methods for time series, for ex-
ample.

e In query 158, the containing article must be about
the Turing test, while the selected bdy element must
be about the “turning” test. Nor is it clear why it’s
useful to see an article without its title, authors, or
abstract.

e Query 158 also makes one wonder how a query of the
form about(.//fm, x) or about(.//abs, z) differs
from a simple about (.//fm, z), since abs only occurs
inside fm.

e Query 127 with its (plfgc) reminds us that while the
average p in the INEX collection has about 300 charac-
ters of text, the average fgc has about 150 characters.
So perhaps more (all?) queries that accept p elements
should also accept fgc elements.

e Query 136, selecting entire bibiographies on the basis
of “text” and “categorisation” appearing somewhere
and “Support Vector Machines” and “SVM” appearing
somewhere else reminds us that titles are not a reliable
guide to relevance. Who would dream from the title
alone that Bananas in Space was about “functional
programming” using the “Bird-Meertens” formalism?

e Query 142, of the form //abs [about (. ..)], makes one
wonder why it is useful to find an interesting abstract
if you can’t tell which article it’s an abstract of.

Queries must not only be formulated, they must be eval-
uated. And to evaluate the relevance of an element, you
may need a greater or lesser amount of context. As IR re-
searchers well know, words are ambiguous. If you see “Algol
is very old”, is that talking about the star or the program-
ming language (and if so, which)? If you see “The tables
were too crowded”, is this a complaint about a paper or a
dining hall?

This points out a serious methodological problem in the
INEX evaluation procedure. Judges rate elements within
the scope of complete articles (which they can and do look
at), while users would presumably just see the elements.
That is, for CO and CC queries, the judge and the user
have the same information available to them, while for EC
and 2S queries, the judge has far more information at his or
her disposal in making relevance judgements than someone
just receiving the paragraphs or sections in question would.
For abstracts and sections, this may not be too much of a
problem, but paragraph, title, and bibliography item it is
almost certainly a distortion. Even for sections, I know that
I found myself either able to dismiss an entire article quickly
(having looked at a portion that was not part of the selected
response) or else having to read the entire article with care
to decide what the flagged elements actually meant before
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I could decide how relevant they were. Does it even make
sense to talk about a small element having any relevance
without its context?

3. WHAT MIGHT THE QUESTION BE?
3.1 Strong semantics for markup

Some markup in the INEX collection has strong semantics.
An ead element should be an e-mail address, nothing else.
The mo, day, and yr elements are parts of dates. A bb
element is always a bibliographic reference. The abs, bb,
and vt elements are clearly useful in queries.

Some markup in the INEX collection has presentation se-
mantics. The it and rm elements select italic and roman
faces, but say nothing about why. It is not accidental that
none of the queries mention these elements, and it is only
regrettable that the evaluation system requires people to
judge these elements.

Some markup is structural, without having much seman-
tics. There is nothing to mark the rhetorical structure of
a document or the rhetorical force of any element. There
is, for example, no distinction between “quoted in support”
and “quoted for rebuttal”. Structural elements are surpris-
ingly popular in queries, principally sec with some p. One
feels that this may be an artefact of the INEX setup: peo-
ple are under pressure to select something to show that the
INEX Answer is useful, and sec is the smallest nearly-self-
contained element. It is difficult to imagine any queries
where ss1 or ss2 would be meaningful choices.

An INEX Question really needs a wider range of elements
with strong semantics: exercise, example, poetry (in the
INEX DTD, but apparently not used anywhere), warning,
listing, scene, design.pattern, that kind of thing.

3.2 Low coupling

What really matters is not how big the fragments are but
how tightly they are coupled to their context. The Wall
Street Journal documents from TREC are smaller than most
of the IEEE sec elements, but they were written to be free-
standing. The bb and vt elements make good sense as frag-
ments in the existing INEX collection because they depend
hardly at all on their context. Abstracts are crafted to be
fairly self-contained. In contrast, p elements are so tightly
linked to their context as to be difficult to judge, even though
they are bigger than most bb elements. The very smallest
body extracts that work are sec, and even they depend too
much on context for comfort.

We need a collection of documents which have pieces whose
relevance can be judged on their own.

3.3 Some coupling

If the fragments we want are not coupled to their contain-
ing document at all, why aren’t they stored as free-standing
documents in the first place? There has to be enough cou-
pling so that the first EC filter usefully limits the scope of
the second EC filter.

3.4 Sizeable fragments



If you find a relevant sec, don’t you want to know what
article it came from in case there’s more good stuff there, or
to find the author’s address to write for more information?
One reason you might not want to do this is if the “docu-
ments” are too big to examine or or too unlikely to contain
other relevant material.

3.5 Examples
e From the Otago Daily Times, issues in 2003, find sto-
ries about Don Brash.

Newspapers contain many stories with low or no cou-
pling. This is almost a WSJ query. The trick is to find
queries with more constraints on the container (issue).

e From the Otago Daily Times, issues since 2000 having
editorials about the foreshore or race relations, find
stories about Don Brash and the foreshore or race re-
lations.

This is almost the same as the previous query, but
basically uses the newpaper editor as a relevance filter.
It feels contrived; basically these two examples fail the
“some coupling” requirement.

e From movies in the detective story genre set in San
Francisco, select scenes where Nicole Kidman speaks.

”

This satisfies the “sizeable fragment” requirement.

e From CDs that contain Irish music, select planxties.

This satisfies “low coupling”, “sizeable fragment”, and
“some coupling”.

e From books about anatomy, select sections about the
articulation of the jaw.

This is a real query I had while I was writing the pa-
per. The answers I found satisfied “low coupling” and
“sizeable fragment”.

e From books about Bioinformatics published after 1994,
select portions about Dynamic Time Warps.

Publication date is a property of the books as wholes,
not of sections. Dynamic Time Warps have many ap-
plications other than Bioinformatics. So this satisfies
“some coupling” as well as “sizeable fragments”.

e From books by Terry Pratchett, select chapters that
mention a ”Soul Cake” day.

e From R packages that are about trees, select function
descriptions that are about pruning trees.

There are over 1200 pages of function documentation
for core R; the contributed packages add about as
much more. The function descriptions are similar to
UNIX manual pages, only bigger. This satisfies “some
coupling” and “sizeable fragments”.
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ABSTRACT

Today’s integrated retrieval applications retrieve documents
from disparate data sources. Therefore, as part of INEX
2004, we ran a heterogeneous track to explore the exper-
imentation with a heterogeneous collection of documents.
We built a collection comprising various sub-collections, re-
used topics (queries) from the sub-collections and created
new topics, and participants submitted the results of re-
trieval runs. The assessment proved difficult, since pooling
the results and browsing the collection posed new challenges
and requested more resources than available. This reports
summarises the motivation, activities, results and findings
of the track.

1. INTRODUCTION

A heterogeneous track has been part of INEX 2004. The
task of the track was to explore how to build and maintain
a testbed, how to create topics, and how to perform retrieval
runs, assessment and evaluation.

1.1 Motivation

Before 2004, the INEX collection has been a collection of
XML documents with a single DTD. However, in practi-
cal environments, XML retrieval requires to deal with XML
documents with different DTDs, because a collection com-
prises documents of different purpose, authors and sources.
Further, information in practical environments is spread over
XML documents, relational databases, and other data source
formats. Therefore, we included in INEX 2004 a heteroge-
neous track (het-track) that addressed the heterogeneity of
a collection.

A heterogeneous collection poses a number of challenges:

e For content-only (CO) queries, approaches for homoge-
neous and well-typed collections can make direct use of
the DTD. The DTD can be used, for example, for iden-
tifying what element type is reasonable to present in
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the retrieval result. In a heterogeneous collection, we
might have several or no DTD’s, and retrieval methods
independent of DTD are essential, and DTD mappings
might be useful.

e For content-and-structure (CAS) queries, there is the
problem of mapping structural conditions to different
sub-collections. If we consider structural conditions as
useful, then a DTD-based mapping of structural con-
ditions is essential for CAS queries. Methods known
for federated databases could be applied here. We can
distinguish between manual, semi-automatic or fully
automatic methods for creating the schema mappings.

e When performing retrieval runs, the retrieval algo-
rithms need to merge the results retrieved from differ-
ent sub-collections. For an experimental point of view,
we can compare global strategies that know the whole
collection with local strategies which make only use of
the knowledge that can be derived per sub-collection.
The latter strategies are probably closer to what we
meet in reality.

e The content of a relational database can be represented
in an XML document (collection, respectively). The
question is whether the retrieval of relational databases
via XML is beneficial.

The goal of the INEX het-track was to set up a test collec-
tion, and investigate the new challenges.

This track aims to answer, among others, the following re-
search questions:

e For CO queries, what methods are feasible for deter-
mining elements that would be reasonable answers?
Are pure statistical methods appropriate and suffi-
cient, or are ontology-based approaches also helpful?

e What methods can be used to map structural criteria
such that they can be applied (make sense) for a col-
lection for which the DTD might be different or even
not known!?

e Should mappings focus on element names (types) only,
or also deal with element content?

e Should the data be organized (and indexed) as a single
collection of heterogeneous documents, or is it better



to treat het-coll as a set of homogeneous subcollec-
tions?

e Are evaluation criteria developed for homogeneous col-
lections also suitable for heterogeneous collections, or
should other criteria and metrics be applied?

Since this was the first year of the heterogeneity track, the
focus of the activities was on making a test collection avail-
able to participants, create some topics and perform retrieval
runs and assessment, and apply evaluation measures.

The emphasis was on investigating the How to do it, with
a detailed look at individual topics and runs, and the tech-
nicalities involved. A statistical measure has been not the
aim of the first year of het-track.

1.2 Activities

The participants of this track carried out the following ac-
tivities:

e Construction of a heterogeneous test collection: We
used the current INEX corpus, and added various sub-
collections including DBLP, HCIBIB, Berkeley lib, Duis-
burg bibdb, and QMUL bibdb (the latter an XML rep-
resentation of a relational database). The collection is
maintained at
http://inex.is.informatik.uni-duisburg.de:2004
/internal/hettrack/.

e Selection of 20 CO and CAS queries from the existing
INEX body and creation of four new topics. The top-
ics were selected and created with the aim to retrieve
documents from several sub-collections.

e INRIA has developed and experimented with a tool,

XSum, for graphically representing XML documents;
one of the main purposes of the tool was to enable the
user to grasp the structure and aspect of various XML
datasets, with or without a DTD.
Currently, XSum represents the XML elements and at-
tributes structure within an XML document, statistics
such as numbers of elements on a given path. The tool
is developed in Java, and freely available.

e Retrieval runs on the heterogeneous collection for this
set of queries (see appendix).

e The assessment has been not carried out yet, due to
technical problems and restricted resources. The aim
is to join the het-coll with the relevance assessment
tool used for the INEX IEEE collection.

e For the evaluation, we aim at a qualitative (query-
and-run-oriented) analysis rather than a quantitative
average-oriented analysis of results.

Based on the results and experience gained in 2004, a larger
and quantitative het-track can be carried out in following
years.
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2. COLLECTION CREATION

The following table shows the subcollections that may have
been used this year.

Collection MB(unpacked) No of elements
IEEE Computer Society 494 8.2M
Berkeley 33.1 1194863
CompuScience 313 7055003
bibdb Duisburg 2.08 40118
DBLP 207 5114033
hcibib 30.5 308554
gmul-dcs-pubdb 1.05 23436

From creating the subcollections, we have learned the fol-
lowing:

1. For a larger scale het-track, methods and tools are
needed for managing a set of sub-collections. With re-
stricted resources, the management of 5-10 sub-collections
is achievable, more sub-collections will require tools
and resources.

2. Sub-collections come with syntax errors (non-tidy XML).
It is best to correct those errors centrally and “by
hand”, but keep a carefully maintained log of the changes
made.

3. TOPIC CREATION

Given the objectives of the het track, four types of topics
have been proposed in the topic creation guideline:

1. CO (Content Only Topics): Since CO queries do not
take structural information into account, this type had
not been found challenging , however, any CO query
used in the ad-hoc track could be used in the het track
and gave similar results (because the test collection
used for the ad-hoc track is part of the het track).

2. BCAS (Basic Content and Structure Topics): This
type of topics focuses on the combination of singular
structural constraints with a content-based constraint.
The aim is synonym matches for structural constraints.

3. CCAS (Complex Content and Structure Topics): are
the het track equivalent of the CAS topics of the ad-
hoc track, specified used the NEXI language. The aim
is to enable transformations and partial mappings of
the topic path upon the different collections in het
track, without loosing the IR component of the topic.

4. ECCAS (Extended Content and Structure Topics): ex-
tended CCAS to enable the specification of the correct-
ness path transformation and mapping probabilities.

3.1 Re-used Topics

Twenty topics were selected from the ad-hoc topics to re-
use in het-track. After examining the ad-hoc topics, 10 CO
topics were selected that probably contain results not only
in the IEEE (also referred to and used as inex-1.3 and inex-
1.4) subcollection. 10 CAS topics were also selected. The
main criterion was that topics should possibly have relevant
results in more subcollections. Selected CAS topics were
identified as CCAS het track topics.



3.2 New Topics
Four new topics (see B) were created by participants of
which three topics are CCAS and one is BCAS.

4. RETRIEVAL RUNS

The main difference between a mono- and a heterogeneous
track is that sub-collections are specified in the run submis-
sions. In order to be able to examine results with respect
to the considered subcollections, a slightly modified version
of the ad-hoc track’s submission format has been proposed
(see C).

Actually, the consideration of sub-collections poses some
major research question, since we cannot assume that each
run considers all subcollections:

1. How do we pool results from runs if some runs con-
sidered a sub-collection X and other runs considered a
sub-collection Y?

2. How does an evaluation measure deal with the incom-
pleteness of runs?

Another issue is the assignment of topics to participants. Is
it useful to assign topics under strict rules and supervision,
trying to make sure that sub-collections are covered equally,
and the same number of runs is performed per topic, etc?
Or is it the nature of heterogeneous track that this effort
is not justified and is rather to be replaced by a random
assignment?

5. ASSESSMENT AND EVALUATION

During the preparation for assessment and evaluation, we
identified the following two main challenges:

1. Browsing the results and the collection. The browsing
tool X-Rai was initially developed for the IEEE col-
lection only, and currently cannot handle larger sub-
collection files, even the QMUL subcollection with its
1.05MB, efficiently. Therefore, the two smallest sub-
collections (bibdbpub and gmuldcsdbpub) were con-
verted into many small files, and made available for
browsing.

2. Pooling. The aforementioned problem also affected the
pooling procedure, the format of submission runs could
not be exactly used for pooling. The other challenge
in pooling was that, unlike the ad hoc track runs, het-
track runs could consider various sets of subcollections,
and there has not been a straightforward method to
create pools from this kind of source, e.g. "use the
first 150 results in each run” method may create larger
pools for subcollections having more elements in the
top-ranked results and small for those having less.

6. SUMMARY AND CONCLUSIONS

The first year of het-track established a heterogeneous col-
lection, reused and created topics, and performed retrieval
runs. The assessment and evaluation is currently outstand-
ing; we intend to complete some of these at the December
workshop.
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The discussion among the participants and the work carried
out raised the following questions:

1. What makes the heterogeneity of a collection? The
current het-coll is viewed as little heterogeneous since
it consists “only” of XML documents, and all docu-
ments are about computer science literature. Can we
measure heterogeneity?

2. How can we manage many and large sub-collections?
In particular creating the browsing facilities for the
sub-collections and the assessment proved difficult. Can
we easily split (and evtl. merge files)?

3. Topics and retrieval runs relate only to some sub-collections.

Topics might have been created and runs might have
been performed without considering the whole collec-
tion. How is this incompleteness captured in an eval-
uation?

Het-track has established a collection and experience about
how to do it and where the difficulties are. INEX is now
ready for the next phase of het-track, and it can re-use and
extend the existing collection and pay particular attention to
the efficient inclusion of new sub-collections into the whole
process.



APPENDIX
A. TOPIC FORMAT

<!ELEMENT inex_topic (title,
content_description,
structure_description,
narrative,keywords)>
<!ATTLIST inex_topic
topic_id  CDATA #REQUIRED
query_type CDATA #REQUIRED
>

<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT

title (#PCDATA)>
content_description
structure_description
narrative (#PCDATA) >
keywords (#PCDATA) >

(#PCDATA) >
(#PCDATA) >

B. HET TRACK TOPICS

Topic created by IRIT:

<?xml version="1.0" encoding="I1S0-8859-1"7>
<inex_topic topic_id="1" query_type="CCAS">
<title>
//bb[about (.,"PhD thesis amsterdam")]
</title>
<content_description>
I’m looking for bibliography entries concerning
PhD thesis obtained at the university of Amsterdam
</content_description>
<structure_description>
I’m looking for full references of PhD thesis: it
means that results elements should contain the author,
the title,the year and the school/city where the PhD
thesis was obtained.
</structure_description>
<narrative>
I’m maybe interested in working in Amsterdam next year
and I would like to know what are the research subjects
in the city. I think that a way to obtained this information
(in the collections we have) is to see what are the subjects
of the PhD thesis obtained in Amsterdam.
</narrative>
<keywords>
phD thesis, university, amsterdam
</keywords>
</inex_topic>

Topic created by UMONTES:

<?xml version="1.0" encoding="I1S0-8859-1"7>
<inex_topic topic_id="2" query_type="CCAS">
<title>
//article[about(.//author, nivio ziviani)]
</title>
<content_description>
We are seeking for works with Nivio Ziviani as one of its authors
</content_description>
<structure_description>
Title is a tag identifying works title and author is a
tag identifying who wrote those works. They are usually part of
front matter of a document, or part of bottom matter in a
bibliography reference or can be an item in a volume index.
</structure_description>
<narrative>
We are seeking for works with Nivio Ziviani as one of its
authors. We want to catalogue all Nvio Ziviani works, so any
reference, index entry , abstract or complete article will be
relevant, but biography works will not.
</narrative>
<keywords>
Nivio Ziviani
</keywords>
</inex_topic>

Topic created by RMIT:
<?xml version="1.0" encoding="IS0-8859-1"7>

<inex_topic topic_id="3" query_type="CCAS">
<title>
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//article[about(.//abs, Web usage mining) or
about(.//sec, "Web mining" traversal navigation patterns)]
</title>
<content_description>
We are looking for documents that describe capturing and mining
Web usage, in particular the traversal and navigation patterns;
motivations include Web site redesign and maintenance.
</content_description>
<structure_description>
Article is a tag identifying a document, which can also be
represented as a book tag, an inproceedings (or incollection)
tag, an entry tag, etc. Abs is a tag identifying abstract of
a document, which can be represented as an abstract tag, an abs
tag, etc. Sec is a tag identifying an informative document
component, such as section or paragraph. It can also be represented
as sec, ssl, ss2, p, ipl or other similar tags.
</structure_description>
<narrative>
To be relevant, a document must describe methods for capturing
and analysing web usage, in particular traversal and navigation
patterns. The motivation is using Web usage mining for site
reconfiguration and maintenance, as well as providing recommendations
to the user. Methods that are not explicitly applied to the Web
but could apply are still relevant.
Capturing browsing actions for pre-fetching is not relevant.
</narrative>
<keywords>
Web usage mining, Web log analysis, browsing pattern,
navigation pattern, traversal pattern, Web statistics, Web design,
Web maintenance, user recommendations.
</keywords>
</inex_topic>

Topic created by LIP6:

<?xml version="1.0" encoding="IS0-8859-1"7>
<inex_topic topic_id="4" query_type="CCAS">
<title>
//article[about(.,"text categorization") and
(about(.//fm//au, "David D. Lewis")
or about(.//bib//au, "David D. Lewis"))]
</title>
<content_description>
I am looking for documents about text categorization which
have been written by David D. Lewis, or related work from other authors
</content_description>
<structure_description>
The tags which are used in this topic come from the DTD of the
ad hoc task collection. Article is a tag identifying a document,
which can also be represented as a book tag, an inproceedings
(or incollection) tag, an entry tag, etc. Fm is a tag identifying
the header of a document which usually contains title, authors...
Bib is a tag identifying the bibliography of a document.
Au is a tag identyfying an author name.
</structure_description>
<narrative>
To be relevant, a document must describe text categorization methods.
It must have been written by David D. Lewis or must contain
a bibliography entry with David D. Lewis.
</narrative>
<keywords>
Text categorization, Text classifier
</keywords>
</inex_topic>

C. RUN FORMAT

<!ELEMENT inex_het_track_submission (description, topic+)>
<!ATTLIST inex_het_track_submission

participant-id CDATA #REQUIRED

run-id CDATA #REQUIRED

query (automatic | manual) #REQUIRED

topic-part (TIDIKITD|ITKIDK|TDK) #IMPLIED
task CDATA #IMPLIED
>

<!ELEMENT description (#PCDATA)>

<!ELEMENT topic (subcollections, result*)>
<!ATTLIST topic
topic-id CDATA #REQUIRED



>

<!ELEMENT subcollections (subcollection+)>

<!ELEMENT result (subcollection, file, path, rank?, rsv?)>
<!ELEMENT subcollection EMPTY>

<!ATTLIST subcollection name CDATA #REQUIRED>

<!ELEMENT file (#PCDATA)>
<!ELEMENT path (#PCDATA)>
<!ELEMENT rank (#PCDATA)>
<!ELEMENT rsv (#PCDATA)>

D.

SUBMITTED RUNS

IRIT submitted 3 runs. One run is for CCAS, one for
CO and one for BCAS topics. Files contain results for
all the 24 het track topics. Various groups of subcol-
lections were considered for topics.

RMIT submitted results of three different approaches,
all approaches were applied to all topic types and top-
ics (9 files - file groups of 3 - one file is for a specific ap-
proach, specific topic type (CCAS,CO,BCAS)). Vari-
ous groups of subcollections were considered for topics,
often all subcollections were used.

UBERKELEY submitted 2 runs, used all CO topics,
12 (i.e. all but one) CCAS topics. All subcollections
were considered.

UMONTES submitted 6 runs, 3 runs for all CO topics,
3 for all '"VCAS’ (CCAS and BCAS together) topics,
considered 5 subcollections.

UNIDU submitted 3 runs, considered only topic no. 1
(as CO) and used 3 subcollections.

23



Thelnteractive Track at INEX 2004

Anastasios Tombros
Dept. of Computer Science
Queen Mary, University of London,
United Kingdom

tassos@dcs.gmul.ac.uk

ABSTRACT

An interactive track was included in INEX for the
first time this year, a INEX 2004. The main aim of
the track was to study the behaviour of searchers
when interacting with components of XML
documents. In this paper, we describe the motivation
and aims of the track in detail, we outline the
methodology and we present some initia findings
from the analysis of the resuilts.

1. INTERACTIVE TRACK

MOTIVATION

In recent years there has been a growing realisation in
the IR community that the interaction of searchers
with information is an indispensable component of
the IR process. As a result, issues relating to
interactive IR have been extensively investigated in
the last decade. A mgjor advance in research has been
made by co-ordinated efforts in the interactive track
at TREC. These efforts have been in the context of
unstructured documents (e.g. news articles) or in the
context of the loosely-defined structure encountered
in web pages. XML documents, on the other hand,
define a different context, by offering the possibility
of navigating within the structure of a single
document, or of following links to another document.

Relatively little research has been carried out to study
user interaction with IR systems that take advantage
of the additional features offered by XML documents,
and so little is known about how users behave in the
context of such IR systems. One exception is the work
done by Finesliver and Reid [4], who studied end user
interaction with a small test collection of
Shakespeare’s plays formatted in XML.

The investigation of the different context that is
defined in the case of user interaction with XML
documents has provided the main motivation for the
establishment of an interactive track at INEX. The
main aims for the interactive track are twofold. First,
to investigate the behaviour of users when interacting
with components of XML documents, and secondly
to investigate and develop approaches for XML
retrieval  which are effective in  user-based
environments.

In the first year, we focused on investigating the
behaviour of searchers when presented with
components of XML documents that have a high
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probability of being relevant (as estimated by an
XML-based IR system). Presently, metrics that are
used for the evaluation of system effectiveness in the
INEX ad-hoc track are based on certain assumptions
of user behaviour [7]. These metrics attempt to
quantify the effectiveness of IR systems at pointing
searchers to relevant elements of documents. Some of
the assumptions behind the metrics include that users
would browse through retrieved elements in a linear
order, that they would “jump” with a given
probability p from one element to another within the
same document’ s structure, that they would not make
use of links to another document, etc. These
assumptions have not been formally investigated in
the context of XML retrieval; their investigation
formed the primary aim for the first year of the
interactive track.

Since the investigation of user behaviour forms our
primary focus, the format of the track for the first year
differs to that typically followed by, for example, the
interactive track at TREC. The main difference was
that a comparison between different interactive
approaches was not our main focus. Instead, a more
collaborative effort was planned, with the outcome of
the studies expected to feed back to the INEX
initiative. Participating sites still had the option to
develop and evauate their own interactive
approaches, but this was not a requirement for
participation. It should be noted that none of the
participating sites opted to develop their own system.

We first describe the experimental setup and
methodology in section 2, then we present an initial
analysis of the data in section 3, and we conclude in
section 4.

2. EXPERIMENTAL SETUP
In this section we outline the experimental set up for
the first interactive track at INEX.

2.1 Topics

We used content only (CO) topics from the INEX
2004 collection. We added an additiona dimension to
the investigation of this year's interactive track by
selecting topics that corresponded to different types
of tasks. The effect that the context determined by
task type has on the behaviour of online searchers has
been demonstrated in a number of studies[e.g. §].

One way to categorise tasks is according to the “type”
of information need they correspond to. In [8] the



categorisation included background (find as much
genera information on a topic as possible), decision
(make a decision based on the information found) and
many-items task (compile alist of itemsreated to the
information need) types. It was shown that different
task types promote the use of different criteria when
assessing the relevance of web pages. It is likely that
a smilar effect, in terms of user behaviour within
structured documents, may exist in the context of
XML documents. Searchers may exhibit different
browsing patterns and different navigational strategies
for different task types.

Four of the 2004 CO topics were used in the study,
and they were divided into two task categories:

« Background category (B): Most of the INEX
topics fall in this category. The topics express an
information need in the form of “I’d like to find
out about X”. The two tasks in this category were
based on topics 180 and 192.

» Comparison category (C): There are a number of
topics whose subject is along the lines of: “Find
differences between X and Y”. The tasks given in
this category were based on topics 188 and 198.

In order to make the tasks comprehensible by other
than the topic author, it was required that al INEX
2004 topics not only detail what is being sought for,
but also why this is wanted, and in what context the
information need has arisen. Thereby the INEX topics
are in effect smulated work task situations as
developed by Borlund [5, 6]. Compared to the regular
topics, more context on the motives and background
of the topic is provided in the simulated work tasks.
In this way, the test persons can better place
themselves in a situation where they would be
motivated to search for information related to the
work tasks. The aim is to enable the test persons to
formulate and reformulate their own queries as
redlistically as possible in the interaction with the IR
system. The task descriptions used in the study were
derived from part of the Narrative field. We include
the task descriptions as given to searchers in the
Appendix.

2.2 System

A system for the interactive track study was provided
by the track organisers. The system was based on the
HyRex! retrieval engine, and included a web-based
interface with a basic functionality.

Searchers were able to input queries to the system. In
response to the query, HyRex returns a ranked list of
components as shown in Figure 1. The information
presented for each retrieved component included the
title of the component and the authors, its retrieval
value and the XPath of the component. Searchers can
explore the ranked list of components, and can visit
components by clicking on the component title in the
ranked list.

1

http://www.is.informatik.uni-duisburg.de/projects/hyrex/
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In Figure 2 we show the detailed component view.
This view is divided into two parts: the right hand of
the view includes the actua textual contents of the
selected component; the left side contains the table of
contents for the document containing the component.
Searchers can access other components within the
same document either by using the table of contents
on the left, or by using the next and previous buttons
at the top of the right part of the view. A relevance
assessment for each viewed component could be
given, as shown in Figure 2. The assessment was
based on two dimensions of relevance: how useful
and how specific the component was in relation to the
search task. The definition of usefulness was
formulated very much like the one for Exhaustivity in
the Ad hoc track, but was labelled usefulness, which
might be easier for users to comprehend. Each
dimension had three grades of relevance as this is
shown in Figure 2. Ten possible combinations of
these dimensions could be made.

>

Very useful & Very specific

Very useful & Fairly specific

Very useful & Marginally specific
Fairly useful & Very specific

Fairly useful & Fairly specific

Fairly useful & Marginally specific
Marginally useful & Very specific
Marginally useful & Fairly specific
Marginally useful & Marginally specific

Contains no relevant information

C -« — X QmmUoAOw

Unspecified
Table 1. The applied relevance scale

To return to the ranked list, searchers would need to
close the currently open document.

A different version of the system with graphical
features was also developed. This system (Graphical
system) differed to the Baseline system both in the
way of presenting the ranked list (Figure 3) and in the
way of presenting the detailed view of components
(Figure 4). The graphical system retrieves documents
rather than components, and presents the title and
authors of each retrieved document. In addition, it
also presents a shaded rectangle (the darker the colour
the more relevant the document to the query) and a
red bar (the longer the bar the more query hits are
contained in the document).

The detailed view for each selected document
component is similar to that for the Baseline system,
with the addition of a graphical representation at the
top of the view (Figure 4). A document is represented
in a rectangular area and is split horizontally and
vertically to represent the different document levels.
Tooltips (on  mouse-over) provide additiona
information about the retrieved components, such as
the first 150 characters of the contents and the
component's name, the selected section, subsection,
etc. On the top part of the this view, all the retrieved



documents are shown as small rectangles in gray
shades aong with the Next and Previous links to
allow navigation between the retrieved results.

2.3 Participating sites

The minimum requirement for sites to participate in
this year's interactive track was to provide runs using
8 searchers on the Baseline version of the XML
retrieval system that the track organisers provided. In
addition to the minimum requirement, sites could
choose to employ more users, to expand the
experimental design by comparing both versions of
the system (baseline and graphical), or to test their
own experimental system againgt the baseline system
provided.

Ten sites participated in the Interactive track. In the
following table we give the sites name, number of
searchers used and types of comparisons performed.

Site Bwaf;fr‘f Additional studies
Odo University College, 8 users -
Norway
RMIT, Australia 16 users -
U. Twente/CWI, The 8 users 8 users (baseline vs.
Netherlands graphical)
Norwegian University of 8 users -
Science and Technology,
Norway
U. Tampere, Finland 8 users -
Kyungpook National 8 users -
University, Korea
Robert Gordon University, 8 users -
Scotland
University Duisburg- 8 users -
Essen, Germany
Roya School of Library 8 users -
and Information Science,
Denmark
Queen Mary, University of 8 users -

London, England
Table 2. Participating sites in the Interactive Track

2.4 Experimental protocol

A minimum of 8 searchers from each participating
site were used. Each searcher searched on one task
from each task category. The task was chosen by the
searcher. The order in which task categories are
performed by searchers was permuted. This means
that one complete round of the experiment requires
only 2 searchers. The minimum experimental matrix
consisted of the following 2x2 block:

Searcher 1% Task category 2™ Task category
1 Background (B)
2 Comparison (C)

Comparison (C)
Background (B)

Table 3. Basic experimental matrix

This block was repeated 4 times for the minimum
requirements for participation. This matrix could be
augmented by adding blocks of 4 users (atotal of 12,
16, 20, etc. users).

For the comparison of the baseline and the graphical
systems, searchers would be involved in the study in
addition to the ones used only for the baseline system.
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The experimental matrix in this case consisted of the
following blocks of system-task conditions:

Searcher 1% Condition 2" Condition
1 Graphical-B Basdline-C
2 Graphical-C Baseline-B
3 Basdine-B Graphical-C
4 Basdine-C Graphical-B

Table 4. Augmented experimental matrix

The order of an experimental session was as follows:

1. Introduction: Briefing about the experiment and
procedures

Before-experiment questionnaire

Hand out Instructions for Searchers

System tutorial

Task selection from the appropriate category
Before-task questionnaire

Search session

After-task questionnaire

Repeat steps 5-8 for the other task category
10. After-experiment questionnaire

11.Informal discussion/interview: any additional
views on the experiment, system, etc. the searcher
wishes to share.

Each searcher was given a maximum of 30 minutes to
complete each task. The goal for each searcher wasto
locate sufficient information towards completing a
task.

2.5 Data collection

The collected data comprised questionnaires
completed by the test persons, the logs of searcher
interaction with the system, the notes experimenters
kept during the sessions and the informal feedback
provided by searchers at the end of the sessions.

The logged data consisted of the queries issued, the
components returned by the system, the components
actually viewed and the order in which they were
viewed, relevance assessments of these, any browsing
behaviour, as well as time stamps for each interaction
between searchers and the system.

3.INITIAL RESULTS ANALYSIS

In this section we present an initial analysis of the
collected data. In section 3.1 we analyse data
collected from the questionnaires, then in section 3.2
we present some general statistics collected from the
system logs, and in section 3.3 we outline the detailed
analysis of browsing behaviour which is currently in
progress.

© 00N bk~ wWwDd

3.1 Questionnaire data

A total of 88 searchers were employed by
participating sites. The average age of the searchers
was 29 years. Their average experience in



bibliographic searching in online digital libraries,
computerised library catalogs, WWW search engines
etc. was 4, on a scale from 1 to 5 with 5 signifying
highest experience level. The education level of the
participants spanned undergraduate (39%), MSc
(49%), and PhD (12%) levels.

In terms of task selection, from the Background task
category 66% of participants selected task Bl
(cybersickness, topic 192) and 34 % selected B2
(ebooks, topic 180). From the Comparison task
category, 76% selected task C2 (Java-Python, topic
198) and 24% selected task C1 (Fortran90-Fortran,
topic 188).

In Table 5 we present data for task familiarity, task
difficulty and perceived task satisfaction. With
respect to task familiarity, we asked searchers before
the start of each search session to rate how familiar
they were with the task they selected on a scale from
1 to 5, with 5 signifying the greatest familiarity. With
respect to task difficulty, we asked searchers to rate
the difficulty of the task once before the start of the
search session, and once the session was completed
(pre- and post- task difficulty, columns 3 and 4
respectively).  Searchers also indicated their
satisfaction with the results of the task. All data in
Table 5 correspond to the same 5-point scale.

Task Pre-task  Post-task Task
familiarity difficulty difficulty satisfaction
BI1 (n0.192) 2.1 2.03 1.47 3.39
B2 (no.180) 2.73 2.1 1.97 1.97
C1 (no.188) 2.67 1.95 1.74 2.62
C2 (no.198) 291 2.1 1.52 2.9

Table 5. Searchers' perceptions of tasks

The data in Table 5 suggest that there are some
significant differences in the searchers' perceptions of
the tasks. The most notable of these differences are in
task familiarity and task satisfaction. It should be
noted that at this time a thorough statistical analysis
of the results has not been performed. An initial
analysis of the correlation between task familiarity
and satisfaction did not show a strong relationship
between these two variables across the tasks.

The overall opinion of the participants about the
Baseline system was recorded in the final
questionnaire they filled in after the completion of
both tasks. Participants generally felt at ease with the
system, finding it easy to learn how to use (average
rating 4.17), easy to use (3.95) and easy to understand
(3.94). There were also many informal comments by
the participants about specific aspects of the system.
These comments were recorded by the experimenters
and will be analysed at a later stage.

3.2 General statistics
This analysis concerns approximately 50 % of the log
data for the baseline system. The remainder could not
be analysed reliably at present because of problems
with the logging software.
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Ranks

A maximum of 100 hits were presented to searchers
on the ranked list, and they were free to choose
between these in any order they liked (See Figure 1).
For the Background (B) tasks 86 % of the viewed
components were from top10 of the ranked list (80 %
for the Comparison (C) tasks). The ranks viewed
furthest down the list were 71 for B and 96 for C.

Queries

The possible query operators were ‘+’ for empbhasis,
‘-> for negative emphasis, and “ ” for phrases. The
phrase operator was 24 used times in B, and 16 in C.
No one used plus or minus. 217 unique queries were
given for B, and 225 for C across all searchers. On
average, the queries for B consisted of 3.0 search
keys (counting a phrase as one search key), and 3.4
for C including stop words. 81 % of the queries for B
consisted of 2, 3 or 4 search keys for B, 80 % for C.

Viewed components

In total, searchers viewed 804 different components
for B, and 820 for C. On average this was 10.9 unique
components viewed for B, and 10.8 for C.

Three possibilities existed for accessing a component:
to click a hit from the ranked list, to click a part of the
document structure (via the table of contents), and to
use the next/previous buttons. From Table 6 below it
can be seen that very few chose to use the
next/previous buttons: only 2 % of component
viewing arose from this (both B and C). For B 63 %
of viewings came from the ranked list, for C this was
62 %. For B 35 % came from the table of contents,
and 37 % for C.

Access B C Total B C
nextprev 17 17 34 2% 2%
rankedlist 588 550 1138 63% 62%
structure 327 327 654 35% 37%
Total 932 894 1826 100% 100%

Table 6. Access modes to viewed components

Assessed components

503 components were assessed for B, 489 for C, or
6.8 per searcher per task for B, and 6.4 for C. This
corresponds to 63 % of the viewed components for B
and 60 % for C.

The distribution of relevance assessments on tasks
can be seen in Table 7 below. It may be observed that
12-13 % of the assessed documents were ‘Very useful
& Very specific” [A] for both B and C, and that 15-
16 % of the assessed documents were ‘Marginally
useful & Marginally specific” [I] for both B and C.
The most noteworthy difference is that B had 38 %
non-relevant assessments [J], and C only 17 %.



Relevance B C Total B C
A 65 61 126 13% 12%
B 28 36 64 6% 7%
C 8 13 21 2% 3%
D 19 45 64 4% 9%
E 36 61 97 7% 12%
F 28 38 66 6% 8%
G 12 20 32 2% 4%
H 33 47 80 7% 10%
1 79 80 159 16% 16%
J 191 84 275 38% 17%
U 4 4 8 1% 1%

Total 503 489 992 100% 100%

Table 7. Relevance assessments distributed on task type
(see Table 1 above for relevance scale)

The next two tables show the distribution of relevance
assessments on the access possibilities, one for B and
one for C (i.e. how did the searchers reach the
components which they assessed). The total number
of component viewings with relevance assessments is
lower (992) than the total number of components
viewed (1826, Table 6) because not all viewed
components were assessed.

Relevance nextprev rankedlist structure Total
A 1 38 26 65
B - 16 12 28
C - 4 4 8
D - 11 8 19
E - 21 15 36
F - 21 7 28
G - 10 2 12
H 2 23 8 33
1 1 45 33 79
J 1 142 48 191
U - 4 4

Total 5 335 163 503

Table 8. Relevance assessments distributed on access
modes for the B tasks

Relevance  nextprev rankedlist structure Total
A - 43 18 61
B - 25 11 36
C - 11 2 13
D - 30 15 45
E - 34 27 61
F - 26 12 38
G - 13 7 20
H - 35 12 47

I - 60 20 80

J - 64 20 84

U - 4 4
Total 0 345 144 489

Table 9. Relevance assessments distributed on access
modes for the C tasks
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For both B and C very few viewings with
next/previous section buttons resulted in assessments:
0 for C, and 5 for B. The latter 5 were given low
assessments. In both cases the majority of
assessments resulted as a direct consequence of
clicking a hit from the ranked list: 67% for B and
71% for C. Apart from 1 % next/previous navigation
in B the remainder the rest is taken up by navigation
from the table of contents. Large variations are,
however, obvious in the data, and can be uncovered
by an in-depth analysis of the browsing behaviour.

Overall browsing behaviour

Table 10 shows this variation on an overall level by
counting the number of requests for components
within the same document. The raw figures included
double counting, because whenever an assessment
was made the component was reloaded from the
server. In this table, the number of assessments has
therefore been subtracted from the number of requests
for components. It can be seen that for the most part
(70% of cases) searchers viewed 1 component and
assessed it (or viewed two and didn’t assess any), and
then moved on to a new document rather than
continuing the navigation within the same document.

B C Total B C
1 406 394 800 69.0% 71.6%
2 93 84 177 15.8% 15.3%
3 47 39 86 8.0% 7.1%
4 23 9 32 3.9% 1.6%
5 13 8 21 2.2% 1.5%
6 2 4 6 0.3% 0.7%
7 2 5 7 0.3% 0.9%
8 1 1 2 0.2% 0.2%
9 1 1 0.2% 0.0%
10 1 0.0% 0.2%
11 2 2 0.0% 0.4%
12 1 1 0.0% 0.2%
13 1 1 0.0% 0.2%
14 1 1 0.0% 0.2%
Total 588 550 1138 100% 100%

Table 10. Overall browsing behaviour within the same
document: number of components viewed

A more in-depth analysis of the data will be
performed with the aim to further break down user
browsing behaviour within an accessed document.
From informal comments made by searchers, and
from an initial observation of the log data, one
possible reason for the low degree of interaction with
documents and their components was overlap.
Searchers  generally  recognised  overlapping
components, and found them an undesirable “feature”
of the system. Through more detailed analysis of the
logs we can determine how searchers behaved when
the system returned overlapping components.



3.3 Detailed browsing behaviour

A detailed analysis on the browsing behaviour of
searchers is currently underway. The main aim of this
analysis is to determine how users browsed within
each document they visited, and how their browsing
actions correlated with their relevance assessments.
More specifically, we aim to look into the
relationship of the relevance assessments' dimensions
to whether searchers browse to more specific or more
general components in the document tree, whether
they browse to components of the same depth or
whether they return to the ranked list of components.
For example, we could see where users would browse
to after they have assessed a component as “Very
useful and fairly specific”, and also how they would
assess further documents along the browsing path.

This detailed analysis, together with the analysis on
the overlapping components, can yield results that can
be useful for the development of metrics that may
take into account actual indications of user behaviour.

4. CONCLUSIONS

In this paper we described the motivation and aims,
and the methodology of the INEX 2004 interactive
track. We also presented some initial results gathered
from user questionnaires and system logs.

We are currently performing a more detailed anaysis
of the gathered data, with the aim to establish patterns
of browsing behaviours and to correlate them to the
assessments of the visited document components.
This analysis can aso provide insight as to whether
there are different browsing behaviours for the two
different task categories included in the study. We
expect that the results of this analysis will lead to the
development of effectiveness metrics based on
observed user behaviour.
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APPENDIX

A. HyRex Retrieval System Screenshots

Wing in Baseline |

Search I

query was: text classification naive bayes
Results 1 - 10 of 100,
Result pages: 123456 789 10 next

System

HyREX

Search Result

1: {0.247) Scalable Feature Mining for Sequential Data
MNeal Lesh Mitsubishi Electric Research Lab Mohamimed 3. Zaki Rensselaer Polytechnic Institute Mitsunors
Ogihara University of Rochester
Result path: farticle[1] /bdy[4]/sec[5]

2: (0.204) Probability and Agents
Marca G Waltorts Uriversity of South Caroling ryv@cse.sc.edu Michael N. Ruhns University of South
Caroling huhns@sc.edu

Result path: farticle[1] /bdy[4] fsec[3]

3:(0.176) Combi

ing Image Compression and Classification Using Yector Quantization

Karen L. Oehler Mamber IEEE Robert M, Gray Fefiow IEEE
Result path: farticle[1]/bdy[4]/sec[4]/ss1[2]/s52[4]
4: (0.175) Text-Learning and Related Intelligent Agents: A Survey
Dunja Miadenic 3. Stefan Institute
Result path: farticle[1] /bm[5] fapp[4] fsec[5]
5:(0.175) Detecting Faces in Images: A Survey
Ming-Hsuan ¥Yang Member IEEE David J. Kriegman Senior Member JIEEE Narendra Ahuja Fellow IEEE
Result path: farticle[1] /bdy[4]fsec[2]/ss1[9]/ss2[10]

Figure 1. Theranked list of documentsin the Baseline system

&

Table of Contents

= 1 Introduction
= 2 Detecting faces in a single image
= 2.1 knowledge-Based
Top-Down Methods
& 2.2 Bottom-Up
Feature-Based Methods
® 2.2.1 Facial Features
m 2,22 Texture
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@ 2.2.4 Multiple Features
= 2.3 Template Matching
= 2.3.1 Predefined
Templates
m 2.3.2 Deformable
Templates
®m 2.4 appearance-Based
Methods
w 2.4.1 Eigenfaces
® 2.4.2 Distribution-Based
Methods

w 2.4.3 Neural Networks

m 2.4.4 Support Vector
Machines

m 2.4.5 Sparse Network of
Winnows

m 2.4.6 Naive Bayes
Classifier

= 2.4.7 Hidden Markov
Model

m 2.4.8
Information-Theoretical
Approach

& 2.4.9 Inductive Learning
w25 cussion
= 3 Face image databases and
narfarmance avaluatinn

Close
Document
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To which extent this piece of information covers your problem or topic of interest:

[Unspecified =] submit

2.4.6 NaiveBayes Classifier

In contrast to the methods in [[107] ], [[128] ], [[154] ] which model the global appearance of a face,
Schneiderman and Kanade described a NaiveBayes classifier to estimate the joint probability of local appearance
and position of face patterns (subregions of the face) at multiple resolutions [[140] ], They emphasize local
appearance because some local patterns of an object are more unique than others; the intensity patterns around
the eyes are much mare distinctive than the pattern found around the cheeks. There are two reasans far using a
NaiveBayes classifier (i.e., no statistical dependency between the subregions). First, it provides better estimation
of the conditional density functions of these subregions. Second, a NaiveBayes classifier provides a functional
form of the pasterior probahility to capture the jaint statistics of local appearance and position on the object. At
each scale, a face image is decompased into four rectangular subregions. These subregions are then projected to
a lower dimensional space using PCA and quantized into a finite set of patterns, and the statistics of each
projected subregion are estimated from the projected samples to encode local appearance. Under this
formulation, their method decides that a face is present when the likelihood ratio is larger than the ratio of prior
probabilities. With an error rate of 93.0 percent on data set 1in [[128] ], the proposed Bayesian approach
shows comparable performance to [[128] ] and is able to detect some rotated and profile faces. Schneiderman
and Kanade later extend this method with wavelet representations to detect profile faces and cars [[141] ]

A related method using joint statistical models of local features was developed by Rickert et al. [[124] 1. Local
features are extracted by applying multiscale and multiresolution filters to the input image. The distribution of the
featurss vectors (i.e., filter responses) is estimated by clustering the data and then forming a mixture of
Gaussians. after the model is learned and further refined, test images are classified by computing the likelihood of
their featurs vectors with respect to the model. Their experimental results on face and car detection show
interesting and good results

To which extent this piece of information covers your problem or topic of interest:
[Unspedtied =| _submit

Unspecified

Wery useful & Very specilic
‘eny ussful & Fairly specific
Wery useful & Marginally specific
Fairly useful & Very specific

Fairly useful & Marginally specific
Marginally useful & Very specific
Marginally useful & Faitly specific
Marginally useful & Marginally specific
Contains no relevant information

Figure 2. Detailed view of document components in the Baseline system
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} in Graphical Search

query was: text classification naive bayes

H REX Results 1 - 10 of 61.
y > Result pages: 123456 7 next

System

Search Results

1 . Scalable Feature Mining for Sequential Data
Neal Lesh Mitsubishi Electric Research Lab Mohammed J. Zalki Rensselaer Polytechnic Institute Mitsunori Ogihara
Univarsity of Rochester

. Probability and Agents
Marco G. \altorta University of South Carolina mgv@cse. sc.edu Michael N. Huhns University of South Carolina
hubins@sc.edy

. Combining Image Compression and Classification Using Yector Quantization
Karen L. Oshler Mamber IEEE Robert M. Gray Fellow IEEE

-l

arning and Related Intelligent Agents: A Survey
Dunjz Miadenic 7. Stefan Institute

3t . Detecting Faces in Images: 4 Survey
Ming-Hzuan Yang Mermbar IEEE David 3. Kriegman Senior Mamber IEEE Narendra Ahuja Fellow IEEE

Figure 3. The ranked list of documents in the Graphical system
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— Detecting Faces in A Single Image In this section, we review existing techniques o detect faces from a single
intensity or color image. We classify...
] | ]
» 1 Introduction 4 i
| 2 Detecting faces in a
single image To which extent this piece of information covers your problem or topic of interest:
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Top-Down Wery useful & Very specific
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o 2.2 Bottom-Up Wery useful & Marginally specific , [[128] ], [[154] ] which model the global appearance of a face,
Feature-Based Fairly useful & Yery specific haiveBayes classifier to estimate the joint probability of local appearance
Methods Fairly uzeful & Fairly specific ns of the face) at multiple resolutions [[140] ]. They emphasize local
® 2.2.1 Facial Fairly useful & Marginally specific s of an object are mare unique than others; the intensity patterns around
Features Marginally useful & Yery specific n the pattern found around the cheeks. There are two reasons for using a
w2202 targinally useful & Fairly specific | dependency between the subregions). First, it prnwdgs better estimation
et Marginally useful & Marginally specific  |these subregions, Second, a HaiveBayes classifier provides a functional form
i Cantaing na relevant infarmation he joint statistics of local appearance and position on the object. At each
® 2.2.3 8kin scale, a face image is decomposed into four rectangular subregions. These subregions are then projected to a
Color 7| lower dimensional space using PCA and quantized into 3 finite set of patterns, and the statistics of each projected
224 subregion are estimated from the projected samples to encode local appearance. Under this formulation, their
Multiple methad decides that a face is present when the lielihood ratio is larger than the ratio of prior prababilities. With an
Features error rate of 93.0 percent on data zet 1 in [[128] ], the proposed Bayesian approach shows comparable
% 2.3 Template performance to [[128] ] and is able to detect some rotated and profile faces. Schneiderman and Kanade later
Matching extend this method with wavelet representations to detect profile faces and cars [[141] ].
x i‘a‘l a A related method using joint statistical models of local features was developed by Rickert et al, [[124] ]. Local
redefined
Templates features are extracted by applying mu\t\s:a\e_an\:l multiresolution filters to the input image. The distribution of the
T D features vectors (i.e., filter responses) is estimated by clustering the data and then farming a mixture of

Figure 4. Detailed view of document components in the Graphical system
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B. Task Descriptions

Task category: Background (B)

Task ID: B1

You are writing a large article discussing virtua reality (VR) applications and you need to discuss their negative
side effects. What you want to know is the symptoms associated with cybersickness, the amount of users who get
them, and the VR situations where they occur. You are not interested in the use of VR in therapeutic treatments
unless they discuss VR side effects.

Task ID: B2

You have tried to buy & download electronic books (ebooks) just to discover that problems arise when you use
the ebooks on different PC's, or when you want to copy the ebooks to Personal Digital Assistants. The worst
disturbance factor is that the content is not accessible after a few tries, because an invisible counter reaches a
maximum number of attempts. As ebooks exist in various formats and with different copy protection schemes,
you would like to find articles, or parts of articles, which discuss various proprietary and covert methods of
protection. You would aso be interested in articles, or parts of articles, with a special focus on various
disturbance factors surrounding ebook copyrights.

Task category: Comparison (C)

Task ID: C1

Y ou have been asked to make your Fortran compiler compatible with Fortran 90, and so you are interested in the
features Fortran 90 added to the Fortran standard before it. Y ou would like to know about compilers, especialy
compilers whose source code might be available. Discussion of people's experience with these features when they
were new to themis also of interest.

Task ID: C2

Y ou are working on a project to develop a next generation version of a software system. Y ou are trying to decide
on the benefits and problems of implementation in a number of programming languages, but particularly Java and
Python. You would like a good comparison of these for application development. You would like to see
comparisons of Python and Java for developing large applications. Y ou want to see articles, or parts of articles,
that discuss the positive and negative aspects of the languages. Things that discuss either language with respect to
application development may be also partially useful to you. Ideally, you would be looking for items that are
discussing both efficiency of development and efficiency of execution time for applications. You would like a
good comparison of these for application development. Y ou would like to see comparisons of Python and Java
for developing large applications. You want to see articles, or parts of articles, that discuss the positive and
negative aspects of the languages. Things that discuss either language with respect to application development
may be also partially useful to you. Ideally, you would be looking for items that are discussing both efficiency of
development and efficiency of execution time for applications.
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Abstract An argument for the inex-2002 metric could be that

it can produce reliable rankings of systems provided
In this paper we compare the effectiveness scores ana@one of the systems retrieve overlapping result ele-
system rankings obtained with the inex-2002 and thements. Although the effectiveness scores would still
XCG metrics. For the comparisons, we use simu-reflect a pessimistic estimate of performance (due to
lated runs as we can then easily derive the desired sy$he overlap amongst the reference elements in the full
tem rankings based on a predefined set of user preferecall-base), the relative ranking of systems could pro-
ences. The results indicate that the XCG metric is betvide a true reflection with respect to the evaluation cri-
ter suited for comparing systems for the INEX content-terion.

only (CO) task, where systems aim to return the high-  However, most of the current systems at INEX out-
est scoring elements according to the user preferencesut result lists, where high overlap ratios in the region
reflected in a quantisation function, while also aiming of 70-80% are not uncommon. This then raises the

to avoid returning overlapping components. question whether we can trust the scores obtained by
the inex-2002 metric.
1 INTRODUCTION In this paper, we investigate this question by means

of a basic reliability test. We refer to the reliability

The official metric of INEX 2004 is the inerval or,  test of this study as “basic”, as we do not provide here
as referred here, the inex-2002 metric. This metric hag comprehensive survey of acceptable error rates and
been chosen by INEX as the official measure pamysignificant differences in effectiveness scores, etc., but
because at the time it was still not clear how muchconcentrate only on evaluating “a metric’s ability to
its known weaknesses would effect the overall systenfank a better system ahead of a worse system” [8]. We
rankings and partly because alternative measures wet€St two metrics, the inex-2002 metric and the XCG
not yet ready to take this role. Some of the known metric proposed in [5] and further developed in this
weaknesses were reported in [4, 5]. One such issuBaper. For the comparisons, we use simulated runs
is that the metric does not take into account the overinstead of the actual INEX runs submitted by partic-
lap between result elements and hence produces pdRants. The reason for this is that by controlling which
ter effectiveness scores for systems that return multipl€/ements and in what order should form a run, we can
nested components, e.g. a paragraph and its containgft clearer conclusions regarding the two metrics’ be-
section and article. At the INEX 2003 workshop, it haviours.

was agreed that such a system behaviour should not be In the following, we first give a quick overview of
rewarded, but in fact should be penalised [4]. Anotherthe two metrics (Section 2) and then describe the setup
issue with the inex-2002 metric is that it calculates re-and results of our metric reliability test (Section 3). We
call based on the full recall-base, which also containsclose with conclusions in Section 4.

large amounts of overlapping components. This means

that 100% recall can only be reached by systems that

return all elements, including all overlapping compo-

nents, in the full recall-base. For systems that aim t

avoid returning overlapping, and hence redundant, el::‘)—2 THE METRICS

ments to the user, the affect of the latter issue is that the

precision scores get plotted against lower recall valueS his section gives a brief summary of the inex-2002
than merited [5]. (aka. inexeval) [2] and XCG [5] metrics.
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2.1 The inex-2002 metric Like all quantisation functions, thegquantisation
captures a relative ranking of exhaustivity-specificity

The inex-2002 metric applies the measurepgécall  \5jye pairs reflecting user preferences, such that, e.g.,
[7] to document components and computes the probar, s) = (3,3) nodes are preferred te,s) =

pility P(rel|retr) that a component viewed by the user (2,3) nodes, which in turn are better thdn,s) €
is relevant: {(1,3),(3,2)} nodes and so on.

r-n

P(rel|retr)(z) := 1)

z-n+ eslyn 2.2 The XCG metrics

yvhereeslw_n denotes thexpected search lengfa], The XCG metrics are extensions of the cumulated
i.e. the expected number of non-relevant elements re-

trieved until an arbitrary recall point is reached, and gain .(..CG) _based metncs_prqposed kyrlin anq
) ; Kekalainen in [3]. The motivation for the CG metrics
n is the total number of relevant components with re- .
. i was to develop a measure for multi-grade relevance
spect to a given topic. ) . :
. values, i.e. to credit IR systems according to the re-
To apply the above metric, the two relevance. . ; .
. . . . trieved documents’ degree of relevance. The motiva-
dimensions are first mapped to a single rele-. .
. o -~ tion for XCG was to extend CG in such a way that the
vance scale by employing a quantisation function,

£uani(65): ES — [0, 1], whereES denotes the set problem of overlapp!ng result and rt_aference elements
. i can be addressed within the evaluation framework.
of possible assessment pajess):

ES ={(0,0),(1,1),(1,2),(1,3),

(2,1),(2,2),(2,3),(3,1),(3,2),(3,3)}
o . The Cumulated Gain (CG) measure, accumulates the
There are a number of quantisation functions currently,qjayance scores of retrieved documents along the
in use in INEX, e.g. strict or generalised (see Equayapieq Jist(y, where the document IDs are replaced
tions 2 and 3 in [4]), each representing a different set, iy their relevance scores. The cumulated gain at

of user preferences. In this paper we concentrate fanki, CGYi], is computed as the sum of the relevance
the “specificity-oriented generalised$dg quantisa- scores up to that rank:

tion function proposed in [5]:

2.2.1 Abrief recap on the CG metrics

1 if (e,s)=(3,3) o .
0.9 if (es)=(23) CGli] = Z Gl (3)
0.75  if (e,s) € {(1,3),(3,2)} =t
Foog (e, 8) = 00'255 }i Ee,s; :{(?i %) (3.1)} For example, based on a four-point relevance scale
O’ 1 }f (e’ S) c {(2’ 1)’ (1’ ! with relevance degrees ¢6, 1, 2, 3}, the rankingz =
(') ;f (Z’j) — (0 ’ ) A <3,2,3,0,1,2> produces the cumulated gain vector

2 of CG =<3,5,8,8,9,11>.

2) For each query, an ideal gain vectéy,can be de-
The argument in [5] is that the relative ranking of as- rived by filling the rank positions with the relevance
sessment value pairs in the above formula better rescores of all documents in the recall-base in decreas-
flects the evaluation criterion for XML retrieval as de- ing order of their degree of relevance. A retrieval run’s
fined within the CO task. According to this, speci- CG vector can then be compared to this ideal rank-
ficity plays a more dominant role than exhaustivity. ing by plotting the gain value of both the actual and
This is not the case for the generalised quantisationdeal CG functions against the rank position. We ob-
function, which shows slight preference towards ex-tain two monotonically increasing curves (levelling af-
haustivity, assigning high scores to exhaustive, but noter no more relevant documents can be found).
necessarily specific components. Due to the propaga- By dividing the CG vectors of the retrieval runs
tion effect and the cumulative property of exhaustiv- by their corresponding ideal CG vectors, we obtain
ity, such components are generally large, édy or  the normalised CG (nCG) measure. Here, for any
article , elements. This means that relatively high rank the normalised value of 1 represents ideal perfor-
effectiveness scores could be achieved with simple armance. The area between the normalised actual and
ticle runs, which contradicts the goal of the retrieval ideal curves represents the quality of a retrieval ap-
task. Thesogmapping overcomes this bias. proach.

34



2.2.2 The XCG metrics has been previously fully seen by the user, we have
XCG makes use of both the CG and nCG metrics. Th Tf (_c >a) ) x( Wit(l’):)a sqguatgl(ci;zeés\ﬁu)%ction {étgfj)rnﬁ

gxtensilonl of thlel\fgxmlgtrlcs tol X.MLhdocume;]nts, Iandfor a fully seen, hence redundant, component, reflect-
In particular to 2, lIeS partly in t e_wayt e rele- ing that it represents no value to the user any more. Fi-
vance score for a given document - or in this case dochally, if ¢; has been seen only in part before (i.e. some

ument component - is calculated via the definition Qfdescendant nodes have already been retrieved earlier
so-called relevance value (RV) functions, and partly ML the ranking), themu(c;) is calculated as:
H 1 .

the definition of the ideal recall-bases.
An ideal recall-base is a set of ideal result nodes

selected from the full recall-base based on a given > (ru(eg) - lej)

quantisation function and the following methodology. rv(e) = a- i — (5)
Given any two components on a relevant patine lei]

component with the higher quantised score (as per cho- + (1 = a) - quant(assess(c;))

sen quantisation function) is selected. In case two . , )
components’ scores are equal, the one deeper in thénere mis the number ef’s relevant child nodes.

tree is choseh The procedure is applied recursively !N addition to the above, the final RV score is ob-
to all overlapping pairs of components along the rele-tained by applying a normalisation function, which
vant path until one element remains. After all relevant®nsures that the total score for any group of descen-
paths have been processed, a final filtering is applied@nt nodes of an ideal result element cannot exceed
to eliminate any possible overlap among ideal Compo_the score achlevablg if _retrlevmg the |de_al node it-
nents, keeping from two overlapping ideal paths theself. For example,_ in _Flgure 1_ the two ideal result
shortest one. The resulting ideal recall-base contain80des for the quantisation functisegaresec4 and
the best elements to return to a user based on the aSEC6 . Since these results represent the best nodes for
sumptions that overlap between result nodes should bi€ USer, & system returning these should be ranked
avoided and that the user's preferences are reflecte@POve others. However, if another system retrieved all
within the employed quantisation function. The de- _the leaf nodes, it may achieve a better overall score
rived ideal recall-bases then form the basis for the idealf the total RV score for these nodes exceeds that of
gain vectors for each topic. the ideal nodes: The followmg nprmallsanon function
While T is derived from the ideal recall-base, the S&féguards against this by ensuring that forgng S
gain vectors(, for the runs under evaluation are based
on the full recall-base in order to enable the scoring of > rv(e) < ro(Cidear) (6)
near-miss components. All relevant components of the ceS
full recall-base that are not included in the ideal recall-
base are considered as near-misses.
In order to obtain a given component’s relevance
score (both forl or G) at a given rank position, XCG
defines the following result-list dependent relevance

value (RV) function: 3 EVALUATION SETUP

rv(c;) = f(quant(assess(c;))) 4

wheres is the set of retrieved descendant nodes of the
ideal node and wher€,.; is the ideal node that is on
the same relevant path as

3.1 What to evaluate?
whereassess(c;) is a function that returns the assess-
ment value pair for the componegy, if given within
the recall-base an@, 0) otherwise. Thev(c;) func-
tion then returns, for a not-yet-seen compongnthe

The evaluation of a metric requires a number of tests.
Voorhees in [8] identifies two aspects to qualify an
evaluation: fidelity and reliability. Fidelity reflects the
quantised assessment value paiant(assess(c;)), _ex_tetnt tg V(;’T'Ch an evalua'ﬂ_cl)n mlt_e tg(_:l_tmt_aatshures ;Nh?: It
where quant is a chosen quantisation functions, e.gj.sr']n ﬁr:he olme?sure,wltl ere 'g Itl ylf delextlin 0
sog In this casef(x) = z. For a component, which which the evaluation results can be trusted. 1n this pa-
per we concentrate on the latter test. We take the view-
1A relevant path is defined as a path in an article file's XML tree, point of [8] that in a comparative evaluation setting,
whose root node is tharticle  element and whose leaf node is a reliability reflects “a metric’s ability to rank a better
relevant component (|.(§e>0,s>0))that has no or only irrelevant system ahead of a worse system”. This is, of course,
descendants. E.g. in Figure 1 there are 6 relevant paths. ? e
2We are also experimenting with the alternative option, i.e. se-highly dependent on a definition on what m_akes asys-
lecting the the node higher in the tree. tem better or worse than another. The basis for such a
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decision lies within the user satisfaction criterion de-lapping ones, we would expect that from two systems
fined within the given retrieval task. producing respective result rankings, the former would

This criterion in the INEX CO track is (largely) de- be regarded as the better system by a reliable evalua-
fined by the task definition. According to this, within tion metric.
the CO task, the aim of an XML retrieval system isto  For our test data, we constructed a number of simu-
point users to the specific relevant portions of docu-lated runs, which are described next.
ments, where the user’s query contains no structural
_hints regarding what the most appropriate granular~3_2 Simulated runs
ity of relevant XML elements should be. The evalu-
ation of a system’s effectiveness should hence providéach simulated run is populated with components de-
a measure with respect to the system’s ability in re-rived from the full recall-base where the selection
trieving such components. But what exactly are theseand ordering of the components is according to an as-
“most appropriate” components? At the moment, wesumed set of user preferences defined bystuguan-
don't actually have an exact answer to this in INEX. tisation function (Equation 2). We constructed the fol-
Intuition dictates that users would prefer elements thatowing simulated runs:
contain as much relevant information and as little irrel- ) , ) )
evantinformation as possible. Therefore, given a set of8S09: 1S @ ranked result list that contains only ideal
possible retrievable components in an arbitrary docu-  'eSults selected according to the quantisation
ment (such as an article in INEX), the best elements  function sog where the ordering of the com-
to return to the user should be those that are “most” ~ Ponents within the ranking is also according to
exhaustive and “most” specific to the user's reqdiest sog The selection of the ideal results here is
However, given two relevant components, one highly ~ done according to the procedure described in Sec-
exhaustive but only fairly specifi¢d, s) = (3,2)) and tion 2.2.2.'As an example, gonsuder the relevant
another which is only fairly exhaustive but highly spe- nodes in Figure 1 as an imaginary full recall-base.
cific ((e,s) = (2,3)), which one should be regarded From this, we \{vould obtain the following result
as better? The answer to these kinds of questions in ~ "anking for our iBsog run{sec6, secft
INEX is provided by the quantisation functions. As frbBsog:
mentioned in the previous section, each quantisation
function reflects a set of possible user preferences. Ac-
cording to these preferences, it is then possible to iden-
tifythe “best” components as those elements that score be included as follows: {sec6, sec6/pL,
highest. sec6/p2, sec6lipl2, secd/pl,

Overall, systems shquld then rank these “bgst" sec4lipl2, secd, secdlp2, bdyl,
components in decreasing order of their quantised  4icle1 1.
scores, i.e. highest scoring elements should be ranked
first. In addition, we reason that users do not want to beaBsog: contains all ideal results and all their rele-
returned overlapping redundant elements, so systems vant ascendant nodes ordereddmg E.g. from
should be either penalised or at least not rewarded for ~ Figure 1, we obtain:{sec6, sec4, bdyl,
such redundancy. articlel  }.

Given a user satisfaction criterion, a simple method
to evaluate a metric’s reliability is to construct appro-
priate test data for which we can derive expectations
as to what the metric’s outcome should be and check if
the expected output is indeed obtained. The expected
output is in the form of rankings of systems that meets
user expectations. A system ranking is simply an oroggog: contains all relevant leaf nodes ordered by
Qered list of runs sorted by decreasmg value of effec- sog E.g. from Figure 1, we get{sec6/pL,
tiveness. For examplg, according to the user prefer- sec6/p2, sec6lipl2, secalpl,
ence that non-overlapping results are preferred to over- sec4lipl2, sec4/p2 1. Note that a leaf

3Note that most exhaustive and specific hdo@s not! equate node h?re, refers .tO leaf ,nOdeS on the relevant
to (e,s) = (3,3) nodes, but refers to the nodes with the highest paths within an article, which may be non-leaves

available exhaustivity and specificity score. For example, it may be within the article file itself (e.gsec[6]/p[2]
that amongst all the possible retrievable components in an article, the
most exhaustive node éis= 1, or the most specific node is= 2. 4We used assessments04-v1.0.tar.gz.

is a run that contains all relevant com-
ponents of the full recall-base, where the
components are ordered by the quantisation func-
tion sog E.g. for Figure 1, all shown nodes will

idBsog: contains all ideal results and all their rel-
evant descendant nodes ordereddmng E.gQ.
from Figure 1, we get: {sec6, sec6/pl,
sec6/p2, sec6/ipl2, secd/pl,

sec4/ipl2, secd, secd/p2 1.
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should be ranked as follows:

iBsog (0%)> loBsog (0%)>= aoBsog (0%)~
idBsog (57.9%)- iaBsog (70.7%)- frbBsog (77.5%)

wherea > b signals that ‘rura performs better than
b.

Based on the quantisation function, a metric should
rank those systems first that are able to return the best
components. Since, the best components are defined
by the quantised score of the quantisation function,
without looking at the document collection and the
actual relevance assessments we cannot safely predict
much more than:

iBsog = b

whereb € {loBsog aoBsogidBsog iaBsog frbBsog}.
This is because the best scoring elements could be,
e.g., the leaf or article nodes (depending on the
judgements of the assessor). With respect to the runs
idBsog, iaBsog, froBsog, since iBsog is a subset of all
these runs, the expectation is that they could produce
possibly as good results as the ideal run, but not better.

The combination of these two criteria, if producing
Figure 1: Sample assessments showing only relevargonflicting rankings, is currently an open question. It
nodes (i.ee >0 ands > 0) for topic 163 in the article may be solved by defining the relative importance of
file co/2001/r7022.xml. For each node, the node namethe two aspects, which may be a parameter of a given
the assessment value péits), the size in characters user's model for XML retrieval. Within the XCG met-
and the size ratio to its parent node is shown. rics, given that the derived ideal recall-bases are com-
pletely overlap-free and that the overlap of result ele-
ments is considered directly within the way the rele-
vance scores are calculated (RV function) for a run, it
ﬁs not actually possible for the two criteria to produce
conflicting rankings.

p2
{12}
444
324

may have a number of irrelevant descendan
nodes).

aoBsog: contains only relevant article nodes or- . A
dered bysog E.g. from Figure 1, we get: 3.4 Metric reliability tests

{articlel }. We evaluated each of the simulated runs using the two

metricS. The resulting graphs are shown in Figures 2

and 3.
3.3 Expected system rankings inex-2002  nXCG
Based on the user preferences captured bysthg IBsog 0.1430 (5)  1.0000 (1)
quantisation function, systems that return the best froBsog 0.7437(1) 0.5369 (5)
components (i.e. highest quantised-scoring elements) iaBsog  0.2567 (4) 0.7936 (3)
should be ranked above others. Based on the intu- idBsog  0.6195(2) 0.7790 (4)
ition that users do not want to be inundated with multi- loBsog ~ 0.3944 (3) 0.8269 (2)
ple redundant, nested components, systems that return aoBsog  0.0296 (6) 0.4096 (6)
][2|rrr1|en;um amount of overlapping results would be pre- Table 1: System Rankings

From these two assumptions, we can derive a rel-
ative ranking of simulated runs that should then be
matched by a metric if it is to be proved reliable.
From the latter assumption, we can reason that the runs >Throughout the paper, we usad= 1 within the XCG metrics.

In order to obtain an overall ranking, we use the
MAP measure for the inex-2002 metric and the mean
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average of the nCG values for nXCG (averaged over
the 10 rank % points). Table 1 summarises the re-
sults. The numbers in brackets show the achieved sys-
tem (run) ranks.

For the inex-2002 metric, both the graph and the
MAP results clearly illustrate that better effectiveness
is achieved by systems that return not only the most de-
sired components, but also their ascendant (iaBsog) or
descendant (idBsog) elements, hence inundating users
with redundant components. In fact, according this
measure only the article-only run (aoBsog) has worse
performance than the ideal run (iBsog). Best perfor-
mance is achieved by the run that returns the full recall-
base (frbBsog).

Looking at the results for the nXCG metric, we
can see that best performance is achieved by the ideal
run (iBsog), which is registered at a constant 1 nor-
malised cumulated gain value. The worse performer
is the article-only run (aoBsog), followed by the full
recall-base run (frbBsog). The performance of the re-
maining runs (iaBsog, idBsog and loBsog) is evaluated
as worse than the ideal, but better than the full recall-
base run.

What is clear from the above is that the inex-
2002 metric cannot reflect true performance differ-
ences when systems return overlapping elements as
these can artificially raise the performance indicator.
The nXCG metric’s ranking of system’s performances,
on the other hand, corresponds to the user satisfaction
criterion: the retrieval of ideal nodes representing the
best nodes for the user (in accordance with a given set
of user preferences expressed within a chosen quan-
tisation function) is rewarded, while the retrieval of
near-misses is also considered. Systems that retrieve
such near-misses can achieve good performances, but
cannot surpass an ideal system’s score.

In both graphs, the comparison of the article-only
(aoBsog), the leaf-only (loBsog) and the ideal (iBsog)
runs gives an indication of the metrics’ capabilities
for ranking systems whose output contains no over-
lapping results. With the inex-2002 metric, the ideal
run is scored lower than the leaf-only run, while with
the nNXCG metric, although the leaf-only run’s perfor-
mance is the second best, it never beats the ideal run’s
effectiveness. The article-only run achieves worst per-
formance in both cases. This suggests that the inex-
2002 metric is able to rank systems when no overlap-
ping results are returned. However, the fact that the
leaf-only run seems to perform better than the ideal run
points to the need that a similar score-normalisation
function to that described in Section 2.2.2 would be
required.



3.5 Topten INEX CO runs

metrics, which produced promising results in our met-

ric reliability test. A weakness of the XCG metrics,
In this section, we list the top ten of the INEX 2004 nowever, is that they produce effectiveness scores for
runs for both metrics as an indication of how the rank-5 given rank (or rank %) and not for recall. To address
ings are effected, see Tables 2 and 3. As it can be seefhjs issue, Gabriella Kazai is currently working on a
amongst the top ten only the run by Carnegie Mellonyersion of the metric that is able to give recall related
University appears in both tables, although the Uni-performance indicators. She is also working on an ex-
versity of Amsterdam and the University of Waterloo tensjon of the generalised Precion and Recall measures

also appear in both, but with different runs (and onejntroduced in [6]. These will be published in the near
run by Queensland University of Technology is actu-fytyre.

ally ranked 11th by nXCG).

In the future, we also hope to be able to derive bet-

It can be observed that runs with less overlap scorger yser models and hence arrive at more accurate user

better in nXCG, but overlap-free runs are not a suf-satisfaction criteria based on the outcome of the INEX
ficient condition for obtaining high values, but rele- 2004 interactive track.

vant nodes still need to be found. In fact, in total
there are 18 submitted runs with 0% overlap (while

several other runs also have minimal overlap, e.g. 1%References

or less), but their average rank is only 41 (out of 69).

There are a couple of runs, which nicely reflect the[1] W. Cooper. Expected search length: A single mea-

effect of overlap on the nXCG scores: e.g. the Univer-
sity of Amsterdam submitted these runs: UAmMs-CO-
T-FBack (81.85% overlap) and UAms-CO-T-FBack-
NoOverl (0% overlap), which are scored as 0.2636
and 0.3521, respectively. Another example may be thg2]
runs submitted by the University of Tampere (see Ta-
ble 3). Onthe other hand, the runs submitted by RMIT:
Hybrid_CRE (82.12% overlap), Hybri€RE specific
(0% overlap) and HybridCRE general (0% overlap)
achieve scores of 0.2791, 0.2576 and 0.2540, re-
spectively. The drop in effectiveness score suggests
that when reducing overlap, the higher scoring nodes
are removed from the ranking, leaving lower scoring
nodes in the ranking and (presumably) filling the rest
of the ranks with irrelevant nodes (provided the three
runs are produced from the same baseline, of course)[3
Note that the detailed analysis of the difference in
these rankings will follow in a separate paper.

4 CONCLUSIONS [4]

In this paper we investigated how closely the output of
the two metrics, inex-2002 and nXCG, reflect the user
satisfaction criteria defined within the INEX CO task.
The results confirm the weaknesses of the inex-2002
metric reported in [4, 5], but show that with an ap- 5]
propriate quantisation function (e.g. when leaf nodes
represent the best nodes) or with an arbitrary quanti-
sation function when combined with a normalisation
method, the inex-2002 metric is able to produce sys-
tem rankings that match the evaluation criteria, pro-
vided no overlapping results are returned by the sys-
tems.

We also described and further developed the XCG
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rank Run MAP  overlap %

1 IBM Haifa Research Lab (CO-0.5-LAREFIENMENT) 0.1327 80.89
2 IBM Haifa Research Lab (CO-0.5) 0.1274 81.46
3 University of Amsterdam (UAms-CO-T-FBack) 0.1060 81.85
4 LTI, Carnegie Mellon University (Lemu€O_KStemMix02_Shrink01)  0.0941 73.02
5 IBM Haifa Research Lab (CO-0.5-Clustering) 0.0923 81.10
6 LTI, Carnegie Mellon University (Lemu€O_NoStemMix02_Shrink01) 0.0879 74.82
7 Queensland University of Technology (0% Stop50K 049.025) 0.0839 71.06
8 Queensland University of Technology (0€%.099.049) 0.0803 76.81
9 Queensland University of Technology (0% Stop50K 099 .049) 0.0784 75.89
10 University of Waterloo (Waterloo-Baseline) 0.0781 76.32
Table 2: Top ten INEX 2004 runs according to inex-2002, quant: sog
rank Run MANCG overlap %
1 University of Tampere (UTampei@O_average) 0.3725 0
2 University of Tampere (UTampet@O_fuzzy) 0.3699 0
3 University of Amsterdam (UAms-CO-T-FBack-NoOverl) 0.3521 0
4 Oslo University College (4-par-co) 0.3418 0.07
5 University of Tampere (UTampei@O_overlap) 0.3328 39.58
6 LIP6 (bn-m1-eqt-porder-eul-o.df.t-parameters-00700) 0.3247 74.31
7 University of California, Berkeley (Berkele§O_.FUS.T_.CMBZ_FDBK)  0.3182 50.22
8 University of Waterloo (Waterloo-Filtered) 0.3181 13.35
9 LIP6 (bn-m2-eqt-porder-o.df.t-parameters-00195) 0.3098 64.2
10 LTI, Carnegie Mellon University (Lemu€O_KStemMix02_Shrink01) 0.2953 73.02

Table 3: Top ten INEX 2004 runs according to nXCG, quant: sog

the American Society for Information Science and
Technology53(13):1120-1129, 2002.

[7]1 V. Raghavan, P. Bollmann, and G. Jung. A crit-
ical investigation of recall and precisionACM
Transactions on Information System3):205—
229, 1989.

[8] E. M. Voorhees. Overview of the TREC 2003
guestion answering track. [fext REtrieval Con-
ference, Gaithersburg003.
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1. INTRODUCTION

This is the first year that the MultiText Group partici-
pated in INEX, submitting three runs for the content-only
adhoc retrieval task. To generate these runs, we combined
our existing experience and tools with the advice and ideas
found in recent INEX papers [1,4], engineering a solid sys-
tem capable of performing the basic task in a reasonable
fashion.

2. RETRIEVAL METHODS

All runs used a version of the Okapi BM25 measure, aug-
mented and tuned to meet the requirements of an XML
retrieval task. One run (Waterloo-Baseline) used only
the basic method, a second run (Waterloo-Expanded) added
pseudo-relevance feedback, and a third (Waterloo-Filtered)
added filtering to reduce overlap.

2.1 Basic Method

The MultiText system supports a number of facilities for
querying XML and other structured document types, in-
cluding generalized support for Okapi BM25 queries of the
form

rank X by Y

where X is a sub-query specifying a set of document elements
to be ranked and Y is a vector of sub-queries specifying
individual retrieval terms.

For our INEX 2004 runs, the sub-query X specified a list
of the following “acceptable” leaf nodes:

sec p article ss1 bdy bb ipl ss2 vt abs
fig app bm 1i fm

This list of acceptable leaf nodes was created manually from
the collection and the 2003 relevance judgments.
ceptable leaf node is one that occurs frequently in the collec-
tion, has a reasonable average length, and has many positive
relevance judgments associated with it. Since the list was
created manually, no specific thresholds were set for these
criteria.

In general, terms in Y may be complex, containing prox-
imity and structural constraints. However, for INEX 2004,
Y was derived from the topic title simply by eliminating
stopwords and negative terms (those starting with ”-”), split-
ting apart phrases, and stemming the remaining terms with
the Porter stemmer. For example, the title from topic 166

An ac-

Copyright is held by the author/owner.
INEX 2004, December 2004
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+"tree edit distance" + XML - image
became the four-term query
"$tree" "$edit" "$distance" "$xml"

where the ”$” operator within a quoted string stems the
term that follows it.

Our implementation of Okapi BM25 is based on the de-
scription of Robertson et al. [5] with parameter settings of
b =0.80, k&1 = 10, k2 = 0 and ks = occ. The values cho-
sen for k1 and b were the result of tuning over the INEX
2003 topics and judgments; the other parameter values are
standard for our system. Specifically, given a term set @, a
document d is assigned the score

w® (k1 + L)d, 1
;2 "R, (1)
where
w® = log (D —Dt+0.5)
D:+0.5
D = number of documents in the corpus
D; = number of documents containing ¢
qt = frequency that ¢ occurs in the topic
d: = frequency that ¢ occurs in d
K = ki((1-0)4+b-laflag)
la = length of d
lawg = average document length

For the purposes of computing D and D;, a document was
defined to be an article, and these term statistics were
used for ranking all element types. After retrieval the re-
sults were filtered to eliminate very short elements (under
25 words) and elements with unusual path expressions, those
with forms that did not appear in the INEX 2003 relevant
set.

2.2 Pseudo-Relevance Feedback

Two runs (Waterloo-Expanded and Waterloo-Filtered)
augmented this basic method with pseudo-relevance feed-
back. For both runs, we used the QAP passage-retrieval
algorithm [2, 3] to generate the top 25 passages from the
INEX collection and the top 40 passages from a large Web
collection. The top terms were extracted from these pas-
sages, re-weighted and added to the original query. In most
respects we followed the procedure for our TREC Robust



Track experiments described in the MultiText TREC 2003
paper [3], which may be consulted for further details.

2.3 Filtering for Element Overlap

In addition to pseudo-relevance feedback, one of our runs
(Waterloo-Filtered)extended the basic method with filter-
ing to reduce overlap. An element was eliminated from the
final ranked list if it was entirely contained within a higher
ranked element, or if it contained a higher ranked element
covering at least 80% of its contents. During a code review
after our INEX 2004 runs were submitted, we detected a
possible error in the implementation of this filtering proce-
dure. However, we have not had an opportunity to verify
and correct this error, or to re-run the experiment.

3. RESULTS AND CONCLUSION

For INEX 2004, our primary goal was to successfully com-
plete the basic adhoc task, and we believe that we have sat-
isfied this goal. However, both pseudo-relevance feedback
and overlap filtering had a negative impact on performance,
and we surprised by this result. In future, we plan to in-
vestigate these issues, and next year we hope to extend our
participation to include other INEX tasks.
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Abstract — This paper presents UOWD-Sharif this case it might not cover all the aspects of users
team’s approach for XML information retrieval. need (coverage). It shouldn’t be too large either
This approach is an extension of PLIR which is an because in this case there could be a lot of non-
experimental knowledge-based information relevant information that are of no particular
retrieval system. This system like PLIR utilizes interest to users current information need
plausible inferences to first infer the relevance of (specificity). Therefore, XML retrieval is an
sentences in XML documents and then propagates approach for providing more focused information
the relevance to the other textual units in the than traditionally offered by search engines when
document tree. Two approaches have been used for we know the structure of the documents.
propagation of confidence. The first approach We have used the INEX collection for evaluation
labeled  “propagate-DS”  first propagates the of our XML retrieval system. The INEX document
confidence from sentences to upper elements and collection is made up of the full-texts, marked up in
then combines these evidences by applying XML that consists of 12,107 articles of the IEEE
Dempster-Shafer theory of evidence to estimate the Computer  Society’s publications from 12
confidence in that element. The second approach magazines and 6 transactions, covering the period
“DS-propagate” first applies the Dempster-Shafer of 1995-2002. Its size is about 494 megabytes. The
theory of evidence to combine the evidences and collection contains scientific articles of varying
then propagates the combined confidence to the length. On average an article contains 1,532 XML
parent element. The second approach performs nodes, where the average depth of a node is 6.9.
relatively better than the first approach. Overall, the collection contains over eight millions

XML elements of varying granularity (from table
Index Terms-- Dempster-Shafer theory of evidence, entries to paragraphs, sub-sections, sections and
Knowledge-based Information Retrieval, Plausible articles, each representing a potential answer to a
Reasoning, XML information retrieval. user’s query [12].

The INEX collection consists of two sets of

1. Introduction queries: CO (content only) and CAS (Content and
The widespread use of Extensible Markup Structure). There are 40 Co and 40 CAS queries in
Language (XML) has brought up a number of INEX 2004. In CO topics, the retrieval system is
challenges for information retrieval systems. These expected to return a ranked list of the most relevant
systems exploit the logical structure of documents elements. In other words, the granularity of the
instead of a whole document. In traditional response varies depending on the relevance of the
information retrieval (IR), a document is considered element while in CAS queries; a retrieval system
as an atomic unit and is returned to a user as a query should return a ranked list of elements as specified
result. XML assumes a tree like structure for the in the topic. For more information about CO and
documents for example sentences, paragraphs, CAS queries, one can refer to [13]. The focus of this
sections etc. Therefore XML retrieval not only is paper is on CO topics.
concerned with finding relevant documents but with This paper explores the possibility of using
finding the most appropriate unit in the document Human Plausible Reasoning [1] and theory of
that satisfies users’ information need. A meaningful Dempster-Shefer [2] for combining evidences as a
retrievable unit shouldn’t be too small because in means of retrieving relevant units (elements) of
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documents. Collins and Michalski [3] developed the
theory of Human Plausible Reasoning for question-
answering situations. An experimental information
retrieval system called PLIR which utilizes HPR is
described in [4]. In [5], [6] and [7] authors suggest
some applications of the theory for adaptive
filtering, intelligent tutoring and document
clustering, respectively. All these implementations
confirm the usefulness and flexibility of HPR for
applications that need to reason about users’
information need. In this study, the theory HPR has
been extended to accommodate XML information
retrieval. This method utilizes Rich Document
Representation [6] using single words, phrases,
logical terms and logical statements that are
captured from document contents.

2. Basics of Human Plausible
Reasoning

For approximately 15 years, Collins and his
colleagues have been collecting and organizing a
wide variety of human plausible inferences made
from incomplete and inconsistent information [1].
These observations led to the development of a
descriptive theory of human plausible inferences
that categorizes plausible inferences in terms of a
set of frequently recurring inference patterns and a
set of transformations on those patterns. According
to the theory, a specific inference combines an
inference pattern with a transformation that relates
the available knowledge to the questions based on
some relationship (i.e. generalization,
specialization, similarity or dissimilarity) between
them. The primitives of the theory consist of basic
expressions, operators and certainty parameters. In
the formal notation of the theory, the statement
“coffee grows in the Lianos” might be written:

GROWS-IN (Lianos) = Coffee, ¥ = 0.1

This statement has the descriptor GROWS-IN
applied to the argument Lianos and the referent
coffee. The certainty of the statement () 0.1, since

it declares a fact about the Lianos. The pair
descriptor and argument is called a term.
Expressions are terms associated with one or more
referents. All descriptors, arguments and referents
are nodes in (several) semantic hierarchies. Any
node in the semantic network can be used as a
descriptor, argument or referent when appropriate.
Figure 1 demonstrates the basic elements of the core
theory.

There are many parameters for handling
uncertainty in the theory. There is no complete
agreement on their computational definitions and
different computer models have implemented them

in different ways. The definition of the most
important ones according to [1] is:
1. ¥ The degree of certainty or belief that an

expression is true. This is applied to any
expressions.

2. ¢ Frequency of the referent in the domain of the

descriptor (e.g. a large percentage of birds fly).
Applies to any non-relational statements.

3. T Degree of typicality of a subset within a set.
This is applied to generalization and specification
statements.

4. 0 Dominance of a subset in a set (e.g. chickens
are not a large percentage of birds but are a large
percentage of barnyard fowl). That is applied to
generalization and specification statements.

5. 0 Degree of similarity of one set to another set.
Sigma applies to similarity and dissimilarity
statements.

This theory provides a variety of inferences and
transforms that allow transformation of known
knowledge (statements) into not known information
(new statements). For more information on how to
implement the theory, one can refer to [8].

Arguments a;, a,, f (a;)
e.g. Fido ,collie, Fido’s master
Descriptors d;, d,
e.g. bread, color
Terms d, (a)), dz (a2), d; (d2 (a)))
e.g. bread(Fido), color(collie), color(breed(Fido))
Referents 1), rp, 13, {r...}
e.g. collie, brown and white, brown plus other colors
Statements d; (a;)=11:7v, ¢
e.g. means-of-location(bird)={fly...} :certain, high
frequency(I am certain almost all birds fly)
Dependencies between terms d, (a;) €2 d,(f (a))): a..pB,y
e.g. latitude(place) € >average-temperature(place):
moderate, moderate, (I am certain that latitude contains
average temperature with moderate reliability, and that
average temperature constrains latitude with moderate
reliability)
Implication between statements d; (a;)=r, €<= d,(f (a)))=r2:
By
e.g. grain(place)={rice...} € >rainfall(place)=heavy:
high, low certain

(I am certain that if a place produces rice, it implies the
place has heavy rainfall with high reliability, but that if a place
has heavy rainfall it only implies the produces rice with low

reliability)

Figure 1. Basic Elements of the Core Theory

3. Information Retrieval by Plausible

Inferences
There are four elements in a logic based IR system.
Those are the description of documents, the




representation of queries, a knowledge base
containing domain knowledge and a set of inference
rules. This study also acknowledges that retrieval is
inference but relevance is not material implication
[9]. A document is retrieved only if its partial
description can be inferred from a query
description. Thus the retrieval process is expanding
a query description by applying a set of inference
rules continuously on the description of the query
and inferring other related concepts, logical terms
and statements until locating a document or
documents which are described partially by these
concepts or logical terms or statements. In XML
retrieval the smallest unit that is inferred is a
sentence.

3-1 Document Representation

In this model, documents are represented in possible
worlds by a partial set of single words, phrases,
logical terms and logical statements, i.e., the
representation of a document is not limited to the
set of its representative phrases or logical terms and
statements. Any concept that can be inferred from
representation, by plausible reasoning using the
given knowledge base, is also a representative of
the document content. In its simplest form, a typical
document such as Van Rijsbergen’s 1986 article
entitled “A non-classical logic for information
retrieval” can be represented as follows:

1. REF (Information Retrieval) = {doc#l }
2. REF (Non-classical Logic)= {doc#l }

3.REF  (Non-classical  Logic  (Information
Retrieval))= {doc#l }
The first statement indicates the concept

Information Retrieval is a reference for doc#l. The
second statement states that the concept Non
classical Logic is a reference for doc#l. The third
statement expresses that the term Non-classical
Logic (Information retrieval) is a reference for
doctl.

3-2 Representing a Query as
Incomplete Statement

A query can be represented as an incomplete logical
statement in which the descriptor is the keyword
REF (reference) and its argument is the subject in
which the user is interested. The referents of this
statement i.e. the desired documents, are unknown.
So, we should find the most suitable referent for this
logical statement. A typical query in logical
notation will have the form like this below:

an

REF (A-Subject)={?}
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Therefore the retrieval process can be viewed as
the process of finding referents and completing this
incomplete sentence.

A query with a single phrase, such as "Content
Retrieval Technique ", can be formulated as:

REF(Content-based Retrieval Technique) = (?)

A query consisting of a sentence fragment can be
treated as a regular text. Therefore it can be scanned
for extracting its logical terms. For example,
consider the topic number 197 from the INEX2004
[10] collection.

<?xml version="1.0" encoding="1SO-8859-1"?>
<IDOCTYPE inex_topic SYSTEM "topic.dtd">

<inex_topic topic_id="197" query_type="CO"
ct_no="178">
<title>"data compression" +"information

retrieval"</title>

<description>We are interested in articles about usage
data

compression in information retrieval systems, because
IR systems are very memory consuming, and these
systems offer wide range of various data to be
compressed i.e. texts, index data, images, video
etc.</description>

<narrative>Our research team ARG (AmphorA
Research Group) develops experimental information
retrieval system called AmphorA. The AmphorA
includes many retrieval techniques such as
implementation of vector and boolean queries,
multidimensional indexing etc. Other research activity
is background of such system, which means data
compression and storage for indexing and querying
algorithms. We are especially interested in word-based
compression. Article is considered relevant if it
provides information about compression in IR system.
Compression means compression of text, index, query
evaluation on compressed index and text, image
retrieval e.g. retrieval in JPEG compressed images.
Watermarking, straightforward storage of compressed
images in database etc. is considered as non-relevant
article.</narrative>

<keywords>data, compression ,information, retrieval,
indexing, data structure</keywords>

</inex_topic>

Figure 2. CO Topic number 197 of INEX2004
collection

The query in Fig 2 contains the sentence fragment
“data compression in information retrieval
systems”. This query can be converted into a logical
term, which is revealed by the proposition in. The
query can be represented as:

REF(data compression (information retrieval
system))= {?}

Queries with more than one concept or term can
be represented as a set of simple queries and the
system can retrieve a set of references for each one
separately and then reexamine the sets by



combining the confidence on references, which are
members of more than one set. Then the sets can be
joined and the resulting set can be sorted according
to the confidence value.

3-3 Document Retrieval
The process of information retrieval in this system
as mentioned above is about finding referents and
completing an incomplete statement. The
incomplete statement which is formed from the
query has one of the following two formats:

¢ REF(c) = {?}

* REF(a(b)) = {?}
The above statements mean, we are interested in
referents (references, documents) for the concept c
or logical term a(b). The following steps describe
the process of completing the above query
statements.

STEP 1- SIMPLE RETRIEVAL

Find references that are indexed by the concepts or

terms in the query.

- Scan the query and extract single words,
phrases and logical terms.

- Find all the references in the collection for the

followings:

o All the single words such as “Software” in
the query.

o All the phrases such as “information
retrieval”

o All the terms such as a(b) that are in query
such  as (coding  algorithm(text
compression)).

In the experiments, syntactic phrases of length 2 or
3 have been used.

STEP2- SIMPLE BUT INDIRECT RETRIEVAL

Find references that are rewording of the logical
term in query.

- find referents ¢ for all the logical terms a(b) where
a(b) = {c}.

- find all the references to the referents.

For example Fortran is a referent for the logical
term Language (programming) in the logical
sentence: Language (programming))=Fortran.

The above statements means Fortran is a
programming language. Therefore if query is about
programming languages, system will return all the
references for Fortran.

STEP3- USE
INFERENCES

RELATIONSHIPS AND
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This step uses all the transforms and inference of
the theory to convert the original concepts and/or
logical statements into new statements and retrieve
their references as the references of the query.

- find other referents such as f with SPEC, GEN
and/or SIM relationship with referent ¢ where f
{SPEC or GEN or SIM} c in order to conclude a(b)
= {f}. Then find all references indexed by f in the
collection.

- find all the logical terms such as d(e) with mutual
dependency relationship with term a(b) where a (b)
<---> d(e). Find all references for d(e).

- find all the logical statements such as d(e)={b}
with mutual implication with statement a(b)={c}
where a(b)={c} €= d(e)={b}. Find all references
for new logical statements.

Step 3 is repeated as many times as necessary in
order to find the best elements. Basically, the
process is similar to rewriting query and looking for
references for the new query.

Since a term, referent or sentence in a document
could be reached through several different
relationships or inferences, therefore a method for
combining the confidence values attributed from
these different evidences should be taken. For
combining these confidence or uncertainty values,
the Dempster-Shefer theory of evidence has been
employed.

STEP 4- PROPAGATION

Through the application of steps 1 through 3 the
best possible sentence candidates will be recovered.
However, since the documents have structures
therefore system needs to propagate the confidence
in the sentences to the confidence in the other
elements of this structure.

The inference depicted in figure 3 propagates the
certainty value of a sentence to the paragraph that
this sentence resides in. The first line represents our
assumption that if a sentence is relevant to a
concept then the paragraph that this sentence resides
in is also relevant. The second line expresses the
confidence on a specific sentence such as sl to be
relevant to some concept such as cl. The third
sentence describes the importance of sentence s1 for
the paragraph pl. The parameter 81 represents the
dominance of the sentence among other sentences
in the paragraph. We have assumed that the middle
sentences in a paragraph are of less important than
beginning and ending sentences. For that, we use a
linear function that the slope of it is negative 1 from
the first sentence till the middle sentence, then the
slope of the function increases to positive 1 from
the middle sentence to the last sentence in the
paragraph. The parameter pl describes how much



of concepts in the paragraph are covered by the
sentence sl. This parameter is estimated by “The
number of concepts in sentence sl divided by the
total number of concepts in pl”. The parameter Al
represents acceptability of the sentence sl being
relevant to a concept cl by the user population. The
optimum value of this parameter could be learned
during experiments. The rest are true for all cases.
The inference estimates the confidence y on
paragraph pl to be relevant to concept cl. This
confidence is influenced by the confidence on the
relevance of the sentence sl to the query, the
dominance of sentence sl in the paragraph pl and
the amount of paragraph pl which is covered by the
sentence sl. The propagation does not stop at
paragraph level and with the help of inferences
similar to the one described in figure 3, it will
continue until the document itself receives
confidence values from its children.

1- REF( C ) ={sentence} AND Located (
sentence ) = { paragraph } €>REF (c¢)=

{paragraph} a, Y,
2- REF( cl)={s1} V15 4,
3- Located (pl)={sl1} 0,, 4,
4- P1 SPEC Paragraph y; - 1
5- 81 SPEC Sentence y, = 1
6- C1 SPEC Concept 5 2> 1

REF (C1) = {P1}

7y =7,*SORT(S,,A,, 1t,)* SORT (,, 7,

Fig.3. Inference for Propagating the Certainty Value
from a sentence to a paragraph.

Each element in the document structure may
receive multiple confidence values. Sentences
retrieved through different inferences will have a
confidence value from derived from each inference.
Other elements receive different confidence values
through propagation of the confidence values of
their children. For combining these different values,
we used the Dempster-Shafer theory of evidence. In
sentence level, every inference returns a certainty
value for each sentence of the document inferred by
each term of the query. These certainty values are

modeled by a density function m:2% > [0,1]
called a basic probability assignment (bpa).
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m(¢)=0,> m(4)=1 ¢)
AcQ)

m(A) represents the belief exactly committed to A,
that is the exact evidence that the sentence of the
document is relevant to a query term. If there is
positive evidence for relevance of a sentence of a
document to a query term, then m(A)>0, and A is
called a focal element. The focal element and bpa
define a body of evidence. In this problem, we
assume that focal elements are singleton sets. Each
body of evidence is composed of the confidence on
relevance of a document to each query term as
estimated by inferences of plausible reasoning.
Then,

m(¢) = 0,m({doc;}) +m(T) =1 )

m(T) is referred to evidence that can not be
assigned yet. The m(T) represents the uncertainty
associated to the entire set of sentences of
documents being relevant to a query term. Given a
bpa m, belief function is defined as the total belief
provided by the body of evidence for relevance of a
sentence of a document to a query term. Because
the focal elements are singleton, then the belief
function equates to the mass function. Dempster-
Shafer rules for combination, aggregates two
independent bodies of evidence defined within the
same frame of discernment into one body of
evidence. Since the focal elements are singleton, the
combination function becomes simpler than
Dempster’s rules of combination. DS provides
three functions for scoring of documents: mass,
belief, and plausibility functions. For the first level,
we compute the mass function to combine the
evidences for one query term. In the second level,
the evidences of each query part for different
sentences of the documents should be combined to
compute the final result. In this level, no preference
are given to any of the query terms, therefore we
have used the average function. These processes are
repeated for each level (paragraph, section, ...) of
the documents.

In the first phase of experiments, first sentences
with the highest confidence in their relevance to
user’s information need have been inferred using
plausible inferences. Then by using the inference
depicted in figure 3 and Dempster-Shefer theory,
the confidence in sentences is propagated to their
paragraphs, sections and the entire document XML
documents. Then the elements with highest
confidence values are selected and put in order in a
rank list to be shown to the user. This method of
combining is called “propagate-DS” method.

We have used another method for combining the
evidences named “DS-propagate”. It assumes that,



if more than one sentence relates to the user’s
query, first we should combine the evidences using
DS theory of evidence, and then propagate the
confidences gained to the higher levels.

The difference between these two approaches
relies on the fact that, in “propagate-DS” approach,
first we propagate the confidences to higher levels,
then we utilize the DS theory for combining the
evidences, whereas in the “DS-propagate”
approach, we first combine the evidences by using
the DS theory, then propagate the combined
confidence value to higher level.

4- Experiments

We have experimented with two approaches for
combining the evidences. The results (for average
of all RP measures) are depicted in fig. 4 and fig. 5,
respectively. The results show that we entertain
relatively higher precision for the DS-propagate
method. It seems that by using the DS theory first,
then propagating the result to the higher levels, our
precision will become higher.

Fig 4. Average of all RP measures for DS-
propagate approach

Fig 5. Average of all RP measures for
propagate-DS approach
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Our systems performs
“Exhaustivity” rather than on “Specificity”
parameter. The figures for those motioned
approaches are in fig. 6 and fig. 7, respectively.

relatively better on

Fig. 6. RP (exhaustivity oriented with s=3,2) for
DS-propagate approach

Fig. 7. RP (exhaustivity oriented with s=3,2) for
propagate-DS approach

5. Conclusion

We presented a novel approach and implementation
for finding, scoring and ranking of the meaningful
units of retrieval in the context of XML information
retrieval. A new specialized inference is added to
the inferences of Collins and Michalski theory of
Human Plausible Reasoning in order to handle
XML information retrieval. Then by using the DS
theory of evidence, we have combined different
confidence values coming from different sources to
estimate the final confidence in each element of an
XML document element.

Currently we are analyzing the results of our
experiments. Other experiments are underway with
other methods of combining evidences such as
fusion. It is possible also to develop other
inferences for propagation of confidence from
sentences to higher elements of the document the
document tree.
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ABSTRACT

In current keyword-based XML fragment retrieval systems,
various granules of XML fragments are returned as retrieval
results. The number of the XML fragments is huge, so
that it causes adverse effects on index construction time
and query processing time of the XML fragment retrieval
systems if the XML fragment retrieval systems can not ex-
tract only answer XML fragments certainly. In this paper,
we propose a method for determining XML fragments which
are relevant in keyword-based XML fragment retrieval. We
think it would help to improve overall performance of the
XML fragment retrieval systems. The proposed method uti-
lizes and analyzes statistical information of XML fragments
based on a technique of quantitative linguistics. Moreover,
our keyword-based XML fragment retrieval system runs on a
relational database system. In this paper, we briefly explain
implementation of our system.

Categories and Subject Descriptors

H.2.4 [System]: Relational databases; H.3.1 [Content Anal-

ysis and Indexing]: Linguistic processing; H.3.3 [Infor-
mation Search and Retrieval]: Selection process; H.3.4
[Systems and Software]: Performance evaluation (effi-
ciency and effectiveness)

General Terms
Relational database, XML Information retrieval, CO, Per-
formance evaluation

Keywords
XML fragment retrieval system on relational database sys-
tem, Analyzing properties of XML fragments

1. INTRODUCTION

Extensible Markup Language (XML) [5] is becoming widely
used as a standard document format in many application
domains. In the near future, we believe that a great vari-
ety of documents will be produced in XML. Therefore, in a
similar way to developing Web search engines, XML infor-
mation retrieval systems will become very important tools
for users wishing to explore XML documents.

In the research area of XML retrieval, it is important to
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propose a method for retrieving fragments of XML docu-
ments. XQuery [4], proposed by the World Wide Web Con-
sortium (W3C), is known as a standard query language for
XML fragment retrieval. Using XQuery, users can issue a
flexible query consisting of both some keywords and XPath
notations. If users already have knowledge of structure of
XML documents, users can issue XQuery-style queries for
XML fragment retrieval. Consequently, we afford to say
that XQuery is suitable for searching data in XML docu-
ments’.

At the same time, XML Query Working Group has been de-
veloping powerful full-text search functions [3, 2] to XQuery.
This is because there are a lot of document-centric XML
documents like articles in XML form, including structured
information such as the names of authors, date of publi-
cation, sections, and sub-sections, as well as unstructured
information such as the text contents of the articles. How-
ever, the document-centric XML documents like these have
different XML schemas in each digital library, so that no-
body can comprehend the structure of XML documents and
can issue a formulated query like XQuery into XML frag-
ment retrieval systems. Therefore, we believe that XML in-
formation retrieval systems should employ a much simpler
form of query such as keyword search services without uti-
lizing XQuery-style queries. Keyword search services enable
users to retrieve needed information by providing a simple
interface to information retrieval systems. In short, it is the
most popular information retrieval method since users need
to know neither a query language nor the structure of XML
documents.

Because of the aforementioned background on XML frag-
ment retrieval, much attention has recently been paid to a
keyword-based XML fragment retrieval system. This type of

XML fragment retrieval systems usually decomposes document-

centric XML documents into XML fragments using their
markup, and generates an index of decomposed fragments
for searching. In spite of simple approach in XML fragment
retrieval, this method enables to retrieve XML fragments re-
lated to keyword-based queries pretty well. However, XML
documents are decomposed as far as possible using their

In this paper, we refer this type of XML documents to
data-centric XML documents.



markup; thus index construction time and query processing
time are too long compared with current document retrieval
systems. This is because returning various granules and the
huge number of XML fragments as retrieval results causes
adverse effects on processing time unless XML fragment re-
trieval systems can extract only answer XML fragments cer-
tainly.

We believe that XML fragments required to keyword-based
fragment retrieval are only part of decomposed fragments
from document-centric XML documents. In short, we think
there are a certain type of XML fragements which are never
returned as retrieval results regardless of issued keyword-
based queries. In particular, extremely small XML frag-
ments are unlikely to become retrieval results of keyword-
based query from the viewpoint of the information retrieval
research area. Therefore, we will be able to perform XML
fragment retrieval more efficiently than with current sys-
tem if we can eliminate irrelevant fragments in XML frag-
ment retrieval from index file. To cope with this problem,
we have to determine XML fragments which are relevant
in XML fragment retrieval extracted from document-centric
XML documents.

In this paper, we propose a method for determining the rel-
evant XML fragments to efficiently search XML fragments.
Our method utilizes and analyzes statistical information of
XML fragments decomposed from original documents based
on a technique of quantitative linguistics. Our proposal
holds the promise of not only reducing index construction
time and query processing time of XML fragment retrieval
systems, but also dealing with many types of document-
centric XML documents, because statistical information does
not depend on structures of XML documents. We also per-
form some experiments for verifying the effectiveness of our
proposal.

2. RESEARCH ISSUES

Currently, we believe that there are two types of keyword-
based XML fragment retrieval systems. In this paper, we
refer to these two types of keyword-based XML fragment re-
trieval systems, data-centric type and document-centric type
of XML fragment retrieval systems, for the sake of conve-
nience. The former is based on structured or semi-structured
database systems with keyword proximity search functions
that are modeled as labeled graphs, where the edges cor-
respond to the relationship between an element and a sub-
element and to IDREF pointers [1, 10, 13]. Dealing with XML
documents as XML graphs facilitates the development of
keyword-based information retrieval systems, which are able
to perform the retrieval processing efficiently. On the other
hand, the latter has been developed in the research area of
information retrieval [8, 9], and enables us to retrieve XML
fragments without indicating element names of XML doc-
uments. The large difference of these two types of XML
fragment retrieval systems derives from data propriety of
their retrieval targets. In short, we consider that the former
focuses mainly on XML documents which have data-centric
view, whereas the latter deals with ones with document-
centric view. In the meanwhile, almost all XML fragment
retrieval systems currently assume the existence of DTD of
XML documents in either research. It is true that DTD fa-
cilitates enhancing retrieval accuracy and query processing
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time of their systems. However, there are some problems
associated with searching heterogeneous XML fragments on
the Web. Thus, other types of XML retrieval systems not
utilizing DTD are required. Consequently, XML fragment
retrieval systems in the future will have to deal with hetero-
geneous XML documents whose strutures are not uniform.

To meet the needs of the new architecture of XML fragment
retrieval systems, we have been developing a keyword-based
XML fragment retrieval system [12]. Our system focuses on
retrieval of document-centric XML documents rather than
that of data-centric ones, and does not utilize any informa-
tion about elements of XML documents, whereas almost all
existing XML fragment retrieval systems take advantage of
the information for querying and indexing of XML docu-
ments. In our approach, XML documents must be decom-
posed into their fragments and decomposed fragments must
be utilized to generate an index file. XML is a markup
language, so that XML documents can be automatically
decomposed into their fragments using their markup [16].
However, a problem surfaces because this gives rise to an un-
manageable profusion of XML fragments. In other words, it
takes very long time to construct an index file and to search
XML fragments related to a keyword-based query. For this
reason, inspecting not all decomposed XML fragments, but
the XML fragments which are relevant in XML fragment re-
trieval would be better for reducing index construction time
and query processing time. In the next section, we explain
the method for determining the relevant fragments in XML
fragment retrieval based on a technique of quantitative lin-
guistics.

3. ANALYSISOFINEXTEST COLLECTION

Our research group has been analyzing statistical informa-
tion of the INEX document collection since the last year.
According to our analysis, it was notable that variances of
the statistical information, especially variance of length of
XML fragments, were too large. Therefore, we have focused
on the length of XML fragments since we found this fact.
In our INEX 2003 paper [11], we regarded small XML frag-
ments as irrelevant ones in XML fragment retrieval, and ver-
ified the reasonability of our proposal using recall-precision
curves. However, we just sketched the outline of our pro-
posal and did not show good ground for adopting our pro-
posal. In this section, consequently, we show the practical
justification of our proposal.

3.1 Properties of XML Fragments

3.1.1 Quantitative linguistics

In our INEX 2003 paper, we determined threshold of the
length of XML fragments, and regarded the XML fragments
whose length could not meet the threshold as irrelevant ones
in XML fragment retrieval. However, this approach required
a lot of experiments to decide the threshold, so that it was
inappropriate to adopt this approach for developing a large-
scale XML fragment retrieval system. Therefore, we think
that we have to decide the threshold systematically.

It is well known that statistical information of XML frag-
ments, such as a number of tokens, length of XML frag-
ments, and so on, is useful to decide the thresholds. In
the research area of quantitative linguistics, the statistical
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Figure 1: Relationship between n and N(n).

information is often used. This is because analyzing the
statistical information helps us to discover some rules in
a document set, and the discovery of rules is essential for
constructing a sound basis of a theory of terminology. In
this research area, it is thought that examination to dis-
cover rules is similar to find out the systematic processes
underlying a document set. For this reason, we employ a
technique of quantitative linguistics to determine threshold
using the number of tokens and XML fragments as statis-
tical information, following the book [14]. Needless to say,
not only the number of tokens and XML fragments, but also
other mathematical or algebraic information can be utilized
as statistical information. The reason for using such statis-
tical information is that they can be extracted easily when
our XML fragment retrieval system simultaneously analyzes
XML documents and decomposes them into fragments.

Adopting a technique of quantitative linguistics, we can de-
cide the threshold systematically.

3.1.2 Deciding relevant XML fragments

In the research area of quantitative linguistics, capturing
properties of a document set is performed by analyzing sta-
tistical information. Utilizing the number of tokens and doc-
uments as statistical information, we can find a number of
relationships. However, a small minority of documents have
no relationship between the statistical information, so that it
is said that the documents without relationship have anoma-
lous property. Therefore, it is believed that such documents
are not suitable for capturing properties of the document
set, and should be disregarded in capturing properties.

We think that this concept can be utilized for determining
irrelevant fragments in XML fragment retrieval. In short,
if we are able to define a function between statistical infor-
mation, XML fragments which do not follow the function
can be regarded as irrelevant XML fragments. It is difficult
to explain the process of determining irrelevant XML frag-
ments on a conceptual basis, so that we describe the process
using the following example.

Figure 1 shows log-log plots of the relationship between the
number of tokens and XML fragments of the INEX docu-
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Table 1: Comparison of APD with MPD in INEX
2003 relevance assessment.

# of fragments index construction (s)

APD 8,224,053 513,878
MPD 1,011,202 109,115
query processing (s/topic) average precision

APD 17.66 0.0707
MPD 5.27 0.1038

ment collection, where n is the number of tokens in each
XML fragment and N(n) is the number of XML fragments
that contain n tokens. This figure shows that property of
the INEX document collection is similar to that of Web doc-
ument collection, because the log-log plots follow Zipf’s dis-
tribution (or power-law distribution) [17]. Therefore, it is
no wonder that statistics information of the INEX docu-
ment collection follows the Zipf’s distribution. However, it
is difficult to determine whether XML fragments, in general,
follow the Zipf’s distribution or not.

From statistical point of view in quantitative linguistics, it
is said that gaps between plots on Figure 1 cause a harm-
ful effect on statistical information. Therefore, statistical
information in plots with gaps is not used for capturing
the property of the document set. In short, we afford to
that XML fragments in these plots with gaps are irrelevant
in XML fragment retrieval because we cannot capture the
property of the document set accurately. As a result, we
defined the relevant fragments in XML fragment retrieval
as XML fragments in the plots in Figure 1 whose number of
token is no fewer than 10, nor more than 10,000 in the case
of adopting the INEX document collection. We think that
this definition is sensible, because small XML fragments are
not informative enough and large ones are too informative
for users in keyword-based queries, so that small/large XML
fragments are unlikely to be answers to the CO-topics.

3.1.3 \Verification of XML fragments’ properties
In order to verify the validity of the use of a technique of
quantitative linguistics, we performed some experiments us-
ing the INEX 2003 relevance assessment. In these experi-
ments, we measured average precisions, index construction
time, query processing time, and the number of indexed
XML fragments of the following two types of index files of
our XML fragment retrieval system: the index files of all
XML fragments (APD) and XML fragments except the ir-
relevant fragments described in Section 3.1.2 (MPD).

Figure 2 shows the recall-precision curves based on the INEX
2003 relevance assessment. We initially expected that recall-
precision curves of APD and MPD were a very close each
other, because the fragments which were judged as irrel-
evant in XML fragment retrieval did not rank in the top
1,500 of all. However, the recall-precision curve of MPD
was higher than originally expected. Therefore, we think
that the method proposed in Section 3.1.2 does not deteri-
orate the retrieval accuracy of XML fragment retrieval sys-
tems. In addition, the number of indexed XML fragments
was significantly reduced by adopting our method, so that
index construction time and query processing time were also
reduced (see Table 1).
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Figure 2: Recall-precision curves based on the INEX
2003 relevance assessment.

As afore-mentioned points, proposed method is useful not
only to reduce index construction time and query process-
ing time, but also to improve retrieval accuracy of XML
fragment retrieval system. We think, therefore, proposed
method can be also acceptable in INEX 2004 relevance as-
sessment.

3.2 Experiments using INEX 2004 Relevance

Assessment
Proposed method in this year worked well for reduction of
index construction time and query processing time; thus we
apply it to the INEX 2004 relevance assessment.

Figure 3 shows the recall-precision curves based on the INEX
2004 relevance assessment. Unlike the case of using the
INEX 2003 relevance assessment, recall-precision curves of
APD and MPD were a very close each other. The XML
fragments which were judged as irrelevant in XML fragment
retrieval based on proposed method did not rank in the top
1,500 of all; thus, the recall-precision curves were almost
the same. Moreover, average precisions in the INEX 2004
relevance assessment were smaller than those in the INEX
2003. Our XML fragment retrieval system tends to retrieve
relatively small XML fragments, so that it could not retrieve
large XML fragments whose root node is article, bdy, or
fm. As a result, exhaustively of our system tends to be small,
while specificity of our system tends to be large, and average
precision becomes small. We think this characteristic of our
XML fragment retrieval system causes negative effects on
average precision; therefore we have to propose new term
weighting scheme for XML fragment retrieval. Currently,
some term weighting schemes including ours have already
published; however, they are not suitable for XML frag-
ments which overlap each other. Consequently, we have to
adopt another weighting scheme suitable for XML fragment
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Figure 3: Recall-precision curves based on the INEX
2004 relevance assessment.

retrieval?.

In order to ascertain the problems of proposed method, we
also calculated the number of indexed XML fragments us-
ing proposed method of that of answer XML fragments in
the relevance assessment. Table 2 shows the success ratio,
which is the ratio of the number of answer XML fragments
which were indexed by proposed method to that of all an-
swer XML fragments. In this table, we show the topic IDs
whose success ratios were in the bottom five of topics. Al-
most all success ratios of CO-topics of the INEX 2003/2004
relevance assessments were more than 90%; however, only
the success ratios of these topics listed in Table 2 were re-
markable small. In topic 185, especially, the higher the ex-
haustivity and the specificity, the smaller the success ratio.
Moreover, the number of fragments, which were irrelevant in
our method and were answers in the relevance assessment,
was extremely large. We think that keyword-based queries
(CO-topics) are usually issued for not specifying the hottest
topics in contents, but just searching contents related to key-
words. If this concept is true, the CO-topics whose answers
contain small XML fragments are not suitable for the rele-
vance assessment in XML fragment retrieval. Consequently,
we think that not only controversial points of term weight-
ing scheme for XML fragment retrieval, but also impertinent
CO-topics for the INEX relevance assessment cause low av-
erage precision of our system.

On the other hand, the number of indexed XML fragments
was significantly reduced by adopting our method in the
same line with the case of INEX 2003, so that query pro-

?We think that length normalization of XMT, fragments [15]
is one of the term weighting schemes in XML fragment re-
trieval. We believe that not only normalization of length
of XML fragments, but also frequencies of tokens in XML
fragments are important for improving average precision of
our system.



Table 2: Success ratios of our method (worst 5).

topic ID — (B, 9)=(23) _ (E,5)=(2) ' _ ES=63)
miss | all | success ratio | miss | all | success ratio | miss [ all [ success ratio

187 378 | 554 0.32 | 1,028 | 1,463 0.30 646 | 848 0.25 | 0.50

166 9 15 0.40 5 48 0.90 27 62 0.56 | 0.76

192 5 42 0.88 0 0 N/A 1 10 0.90 | 0.81

194 3 4 0.25 0 5 1.00 4 11 0.64 | 0.83

179 0 6 1.00 3 5 0.40 0 0 N/A | 0.88

Table 3: Comparison of APD with MPD in INEX

2004 relevance assessment.

query processing (s/topic)
25.48
13.03

average precision
0.0263
0.0286

APD
MPD

cessing time was reduced as shown in Table 3. Therefore,
XML fragment retrieval systems could perform index con-
struction and query processing more efficiently than current
systems if we adopt our method.

3.3 Discussions

Through the experiments based on INEX 2003 and 2004 rel-
evance assessments, we found that index construction time
and query processing time were reduced by adopting our
method based on quantitative linguistics. Moreover, aver-
age precision of XML fragment retrieval system adopting our
method did not become worse. As a result, proposed method
helps to improve performance of the XML fragment retrieval
systems. We are now working for improving average preci-
sion of our XML fragment retrieval system. We foresee that
a novel term weighting scheme for XML fragment retrieval
and a phrase match function enable to improve average pre-
cision of our XML fragment retrieval system.

4. IMPLEMENTING XML FRAGMENT RE-
TRIEVALSYSTEM ON RELATIONAL XML
DATABASE

It goes without saying that not only accuracy, but also per-
formance is the essential aspect of an XML fragment re-
trieval system. In fact, this is not an easy task, because
we have to deal with several millions of fragments extracted
from a document collection. In our project, we have been
attempting to develop an XML fragment retrieval system
based on relational databases. The reason for using rela-
tional databases is that we can utilize a variety of techniques,
such as query optimization, storage management, and top-
k ranking, for speeding up the process of XML fragment
retrieval.

This section describes our first attempt for constructing such
an XML fragment retrieval system. The system is based on
a path-based relational XML database system, XRel [18],
that is for storing and retrieving XML documents using off-
the-shelf relational databases. In fact, we make an extension
to XRel, that originally supports XPath as its basic query
language, for supporting IR queries including CO- and CAS-
topics.

4.1 An overview of XRel

4.1.1 The basics

XRel [18] is a scheme to realize XML databases on top
of off-the-shelf relational databases. Using XRel, we can
store any well-formed (or valid) XML documents in a rela-
tional database, and can retrieve XML fragments from the
database using XPath expressions.

For storing XML documents, we shred the documents into
small fragments so that they can be stored in relational tu-
ples. Actually, we take the path-based approach, in that
each node in an XML tree, such as element node, attribute
node, and text node, is extracted and stored in a relational
table with its simple path expression from the root and the
region in the document. Here, a region is represented as
a pair of integers (start, end), where start and end repre-
sent the starting and ending byte positions of the node in
the XML file, respectively. This information is necessary
and sufficient to retain the topology of XML tree, and we
can therefore achieve lossless decomposition of XML docu-
ments into flat relational tables. An important notice here
is that, for given regions, we can detect relationships among
XML nodes, such as ancestor, descendant, precedes, and fol-
lows, by applying subsumption theorem®[18, 6]. Optionally,
depth, that represents the depth of a node from the root,
may be added as the third dimension in a region. In that
case, we can additionally detect parent and child relations.

4.1.2 The schema design

The components extracted from an XML document are stored
in relational tables. Actually, there are countless ways to

design the relational schema. In XRel, we decided to use

four kinds of tables according to the node types, namely,

Element, Attribute, Text, and Path. In addition, metadata

about XML files, such as location, size, and identifier, are

stored in Document table. The actual schema definition of

the tables are as follows:

Document (docID, filepath, length)

Element (docID, elementID, parentID, depth, pathID, \
start, end, index, reindex)

Attribute (docID, elementID, pathID, start, end, value)

Text (docID, elementID, pathID, start, end, value)

Path (pathID, pathexp)

In this definition, metadata are stored in the Document ta-
ble with unique IDs. Also, all possible path expressions
are stored in the Path table as character strings with their
unique IDs. The other tables refer to these values in terms

3Node z is an ancestor (descendant) of node y iff the region
of z subsumes (is subsumed by, respectively) the region of

Y.



<vol no="1">
<article>
<title>TITLE1</title>
<body>The first content.</body>
</article>
<article>
<title>TITLE2</title>
<body>The second <em>content.</em></body>
</article>
</vol>

Figure 4: An example XML document.

of docID and pathID attributes. For the Element table, each
element node is stored with its document ID (docID), path
expression (pathID), and region (start, end, and depth).
Additionally, elementID, that is the unique identifier of an
element node, is included for efficiency reasons, although
this information is not mandatory. Likewise, parentID, that
refers to the elementID of its parent node, is defined so that
parent nodes can easily be reached. The index (reindex)
attribute represents (reverse) ordinal of nodes that share
the same parent and the same path expression, and is used
to speed up positional predicates, such as /book/author [2]
(/book/author [-2]). For the Attribute and Text tables, all
attributes, except for value, act like as in the Element table.
The value attribute is to store textual values of attribute
and text nodes.

Figure 5 demonstrates how an XML document in Figure 4
is decomposed and stored in the relational tables.

4.1.3 Query processing in XRel

For query retrieval, XRel supports XPath core, that is a sub-
set of XPath [7], as its query language. Simply speaking,
XPath core permits using “/” and “//” as location steps,
and using typical predicate expressions. Given an XPath
core expression, XRel translates it into an equivalent SQL
query that operates on the relational tables. The point here
is that the translated query can be processed solely by the
underlying relational database system. Then, the query re-
sult is obtained in the form of result table, that is, in turn,
reconstructed as result XML fragments.

For example, an XPath core query, “//article/title[2],”
can be expressed as:

SELECT el.docID, el.st, el.ed

FROM Path pl, Element el

WHERE pl.pathexp LIKE ’#J/article#/title’
AND el.pathID = pl.pathID

AND el.idx = 2

ORDER BY el.docID, el.st

We do not go into the details from the limitations of space,
but more complicated queries containing node tests and/or
predicates can be expressed in this way [18].

4.2 Supporting IR queries in XRel

4.2.1 Statistics

Although the above tables are sufficient to process XPath
core queries, when considering INEX tasks, we need more
information regarding IR statistics, in order to support IR
queries like CO- and CAS-topics. To this end, we attempt

55

to maintain statistics of XML nodes, in addition to the basic
tables of XRel. Those values include TF-IDF scores (includ-
ing several variations), numbers of descendant elements, and
various kinds of statistics. The concrete definition of the re-
lational tables are as follows:

Token (docID, elementID, nodeFlag, token, articleNo, \
tf, tfidf, tfidfMG, tfief, tfipf, tfOrder)

DescendantElementNum (docID, elementID, elementName, count)
ElementStatistics (docID, elementID, sentenceNum, termFreq, \

tokenFreq, wordFreq)

Let us take a closer look at the definitions. The Token table
is for storing every occurrence of a distinct token. A token
is stored with the document ID, element ID, and article ID
where it appears, term frequency (tf), and several variations
of term scores (tfidf, tfidfMG, tfief, and tfipf). tf0rder
is used for ordering the tuples in the descending order of tf,
so as to speed up table scans. The DescendantElementNum
table maintains the number of descendant elements for each
element. The ElementStatistics table is for storing various
kinds of statistics regarding elements, such as numbers of
elements, term frequencies, token frequencies, and word fre-
quencies.

4.2.2 Processing CO-topics
Using the above tables as well as the basic XRel tables,
we can express any CO-topics, in the form of [key_1, ...,

key_1l, +plus_1, ., +plus_m, -minus_1, ., -minus_n],
as a SQL query:
SELECT docID, elementID, SUM(t.tfidf) result
FROM token t
WHERE t.token IN (’key_1’, ., ’key_1’)
GROUP BY docID, elementID
HAVING (SELECT COUNT (%)
FROM token
WHERE token IN (’minus_1’, ..., ’minus_n’)

AND t.docID = token.docID
AND t.elementID = token.elementID ) = 0O

(SELECT COUNT (%)

FROM token

WHERE token IN (’plus_1’,

AND t.docID = token.docID

AND t.elementID = token.elementID ) = m
ORDER BY result DESC;

., ’plus_m’)

As can be seen, the calculation of TF-IDF is implemented
in terms of an aggregation function. It should also be no-
ticed that, in the translated query, “+key” and “-key” are
expressed in terms of HAVING clause. The resulting query
is sorted in descending order of TF-IDF scores, by the OR-
DER BY clause.

In the same way, we can express CO-topics with phrase
match by using the value attribute in the Text table. How-
ever, this may not be realistic from the viewpoint of effi-
ciency, due to the fact that the cost for approximate match-
ing in SQL is quite expensive. Consequently, a naive im-
plementation would cause serious performance degradation.
Actually, we may need an additional index, that supports
full-text search on text contents, to deal with phrase match-
ing.



(a) Document (c) Attribute

docID filepath length docID elemID pathID st ed value
0 “/path/to/foo.xml” 203 0 0 1 1 1 “1
(b) Element
docID elemID parID depth pathID st ed idx reidx
0 0 -1 1 0 0 202 1 1
0 1 0 2 2 15 98 1 2
0 2 1 3 3 29 49 1 1
0 3 1 3 4 55 85 1 1
0 4 0 2 2 102 195 2 1
0 5 4 3 3 116 136 1 1
0 6 4 3 4 142 182 1 1
0 7 6 4 5 159 175 1 1
(d) Text (e) Path
docID elemID pathID st ed value pat(})l 1D [:athexllz
0 2 3 36 41 “TITLEL . iﬂgl 4 /@no”
0 3 4 61 78  “The first content.” « -
0 5 3 123 128 “TITLE2" 2 7/ volgt [article”
0 6 4 148 158 “The second 3. U/ volit/articledt/title”
0 7 5 163 170 “content.” 4 “#/vol#/ar@cle#/body”
5 “H [vol# /article## /body# /em”

Figure 5: A storage example of XRel.
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4.3 Discussions

As discussed above, our system currently just supports XPath

core and CO queries, and we therefore need further develop-
ment for the purposes of extending its ability and improving
the system performance. We are now working for improving
the entire system performance. In the scheme, we use a novel
technique to reduce the number of result candidates. Also,
we are working for the support of CAS- (VCAS-) topics. Ef-
ficient execution of top-k ranking in CO- and CAS-topics is
another important issue.

5. CONCLUSION

In this paper, we propose a method for determining XML
fragments which are relevant in keyword-based XML frag-
ment retrieval based on quantitative linguistics. Through
some experimental evaluations, we find that proposed method
helps to improve performance of our XML fragment retrieval
system. Moreover, we describe our XML fragment retrieval
system on relational database system which enables to query
processing time of our system. If we can implement a phrase
match function on our system, we can expect to improve
average precision. Currently, we have a problem related to
term weighting scheme suitable for XML fragment retrieval
and query optimization with ranking function on relational
database system. These problems are the immediate tasks
of our project, so that we are going to solve these tasks in the
near future. Originally, we are focusing on XML fragment
retrieval without scheme information; thus we are going to
address these problems with a view to the heterogeneous
collection track of INEX project.
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ABSTRACT

We present an algebra to represent structured information
queries which can be used in a Bayesian Network framework.
This framework allows us to consider content-only (CO) queries
and content-and-structure (CAS) queries. We perform the
retrieval task using inference in our network. The proposed
model can adapt to a specific corpus through parameter learning.
Thanks to this agebra, the representation of the information
demand is independent from the structured query language. It
allows us to answer both vague and strict structured queries.

Keywords
Bayesian networks, INEX, XML, Focused retrieval, Structured
document retrieval, Algebra

1. INTRODUCTION

The goa of our model is to provide a generic system for
performing different Information Retrieval (IR) tasks on
collections of structured documents. We take an IR approach to
this problem. We want to retrieve specific relevant document
elements as an answer to a query. The elements may be any
document or document part (full document, section(s),
paragraph(s), etc.) indexed from the structural description of the
collection. The Okapi and Bayesian Network (BN) models are
described in section 2 and we give the results of these models for
CO queries. In section 3, we present our algebraic approach for
the evaluation of CAS queries, and we give official INEX 2004
results.

2. CONTENT ONLY QUERIES

2.1 Okapi model

In this section, we present the Okapi model which was also used
for experiments on the INEX 2004 database. Then, we describe
the way we use this model with Bayesian Networks. Lastly, we
give the results of the experiments we conducted on the INEX
corpus.

We used Okapi as a standalone model and aso as a loca
baseline model for Bayesian Networks. It allows us to compute a
local score in each doxel (a document element) of the database.
Then, this score is used to order the results (if we use the Okapi
model aone) or as a source of evidence for Bayesian Networks.

Bayesian Networks needs baseline models that give a score
which can be interpreted as a probability (of relevance). So, we
adapted Okapi [19] in order to:

- reach reasonable performances on the INEX corpus
(and on a structured collection in general);

Benjamin Piwowarski
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- compute a score which could be interpreted as a
probability with this model.

The local score of a doxel x for a given query q, computed by
the Okapi model, is defined by:

. length(q)
Okapi(g,x) = oj x
o1

(kg +D)tfy y (kg +1)otf;
KX +tfx,j

ks + atf

Where k, and kg are constants, length(q) is the number of
terms in query q. This formula is similar to classical Okapi
except for the index x appearing in @, K and tf . Okapi
makes use of different statistics relative to the document
collection such as term occurrences or mean document length.
Since for Structured Information Retrieval (SIR) elements to be
retrieved are doxels and not plain documents, these statistics
have to be adapted. Values wj, and K, are defined as

follows:

N — nj +0.5 . .
*  ®jy=log ——————.In Okapi N isthe number
' nj +0.5

of documents in the collection and the number of
documents containing term j . There are different
options for adapting these collection statistics to SIR.
We will present here tests where these two vaues
were defined respectively with respect to the classical
document set (“ document frequency”) asin Okapi.

o K,=k (1—b)+bi where b is aconstant and in
o avd

Okapi dl is the document length and avdl is the
average document length. Here dl was replaced by the
doxel length and one weighting scheme was tested for
avdl : the average length taken respectively over all the
doxel with the same tag (“tag”).

We chose this peculiar weighting scheme as it allowed us to
reach good performances when used by our BN model. As we
said, we needed scores which can be interpreted as probabilities.
Okapi score does not range between 0 and 1. The normalization
of Okapi is discussed in [18] in the context of filtering, where it
is proposed to make aregression of the original Okapi score viaa
logistic function. We used this idea here with the following
transformation:

1

P(M oapi (X)=Rla1)= L+ o Okangengin(a)-5




This formula gives the normalized score for the local baseline
variants of Okapi model. The ¢ and S parameters were
estimated on the whole INEX 2002 database. This score is
dependant on the query length. Since the parameters of the
logistic function should be valid for queries of varying length,
this score was divided by the query length. We then computed
the mean okapi score ¢ and the standard deviation ¢ for all the

CO queries of INEX 2003. We then set « and £ such that the
probability P(M Okapi (x):R|q) is 0.5 when the score is ¢ and
0.75 when the score is u+o0. These values were chosen
empirically.

Thisis different from [18] where the parameters of the regression
are estimated for each query. This would not be redistic here
because of the increased complexity of SIR.

2.2 Bayesian Networks

2.21 Modéd

Let us consider a hierarchically structured collection like the
INEX corpus. Documents are organised in a category hierarchy
with corpus as the root node, journal collections as its immediate
descendents, followed by journals, articles etc. We view retrieval
for such a callection as a stochastic process in which a user goes
deeper and deeper in the corpus structure: the user starts its
search at the “root node” of all categories, and then selects one or
several categories in which relevant documents should be. For
each category, he or she selects subcategories and/or documents
within these categories. This processisiterated until the user has
found relevant and highly specific doxels.

The BN structure we used directly reflects this document
hierarchy and retrieval will follow the above stochastic process.
We consider that each structural part within the hierarchy has an
associated random variable. The root of the BN is thus a
“corpus’ variable, its children the “journal collection” variables,
etc. The whole collection is thus modelled as a large BN which
reflects the doxel hierarchy in the collection.

Each random variable in the BN can take its values in a finite
set. Existing BN models for flat [2] or structured [14] documents
use binary values (R, —R). This is too limitative for SIR since
quantifying an element relevance is more complex than for whole
documents and should somewhat be related to the two
dimensional scale (specificity, exhaustivity) proposed for INEX.
We used a state space of cardindity 3, V = {I, B, E} with:

1. | for Irrelevant when the el ement is not relevant;

2. B for Big when the element is marginally or farly
specific;

3. E for Exact when the element has a high specificity.

In this model, relevance is a local property in the following
sense: if we knew that an element is relevant, not relevant or too
big, the relevance value of its parent would not bring any new
information on the relevance of one of its descendants.

For any element X and for a given query q, the probability
P(x = Elg A X'sparent = B) will be used as the final Retrieval
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Status Value (RSV) of this element. Using the simpler
RSV P(X = E|q) led to poor performances with the BN. Our

choice was partly motivated by the work of Crestani [4][5] and by
preliminary experiments.

Besides these variables, there are two more types of random
variables in the BN. The first one corresponds to the query need,
it is denoted Q and its redlization q. Q is a vector of word
frequencies taking its values in a multidimensional real space.
This random variable is always observed (known). Document
textual information is not directly modelled in this BN for
complexity reasons. Instead a series of baseline IR models will
be used to compute local relevance scores for each doxel given a
query. For each local baseline model, this score will only depend
on the doxel content and on the query. It is then independent
from the context of the doxel in the XML tree. The global score
for each doxel will then combine these local scores and will also
depend on the doxel context in the BN — the parent's relevance.
These local baseline models have been adapted from classical
(flat) retrieval IR models. In the experiments presented here one
variant of the Okapi model were used for baseline: the okapi
with standard document frequency and a length normalisation
over elements with the same tag. In the BN model a random
variable is associated to each local scorer and doxel. Let M(X)
denote the random variable associated to the local baseline
model and doxel X and mits redization Asin classica IR this
variable will take two values: R (relevant) and —R (not relevant),
i.e. me{ R, =R}. The local relevance score at X given query q
for the baseline model will be P(M(X) = R| ). Note that it is
straightforward to add new baseline models; in the following, al
the formulas were adapted to the case where we have only one
baseline model.

Based on the local scores M(X) and on the BN conditional
probabilities, BN inference is then used to combine evidence and
scores for the different doxels in the document model. In our tree
like model, the probability that element X isin state I, B or E
depends on its parent state and on fact that the local baseline
models have judged the element as relevant or not relevant. The
probability for X to bein agiven state ve V isthen:

P(X=va)= P PX =Y =y, M(X)=mP(M(X)=miq)

vveV ;me{R,—R}

In this expression, the summation is over all the possible vaues
of Vi, M(w can takeany valueinV = {l, B, E}, and each m can
take values R, —R). The conditiona probability is expressed as
follows:

eeCX VXYY, M

egcx Vovy.m

P(X = vy |Y = vy M = m)=Fy (0,5 ,vy,m)=

veV={l E,B}

Wherethe 6, . v m aerea vauesto belearned. Thereisone

such parameter for each tag category cx and value set
Vy ,Vy,m . All the doxels sharing the same value set

Cx ,Vx,W,m Wwill share this @ parameter. The denominator
ensures that conditional probabilities sum to 1.



2.2.2 Training algorithm

In order to learn the parameters and to fit to a specific corpus, we
used a training criterion based on the relative order of elements.
We used al the assessed CO topics from the INEX 2003 dataset.
The criterion to be minimised was:

QO)=3 w3y RSV (1.0}-RsV(j.a))s i.)

q Ny
where the weighted q summation is over the set of all training
queries and the i and j ones are over the set of all doxelsin the

training set. RSV(i,q) is the score of the element X and s is
defined as follows:

1 if X;is"better" than X for query g (Xi >q Xj)
sq(i,j)= -1 if Xj is"better" than X; forqueryq(Xi<qu

0 otherwise(xi =4 Xj

The order (“better than™) between the elements depends on the
assessments for a given query g. For instance, a highly specific
and exhaustive element is “better than” a fairly exhaustive and
highly specific one. We used the following partial order between
assessments (from “best” to “worst”):

1. Highly specific and highly exhaustive

2. Highly specific and fairly exhaustive

3. Highly specific and marginally exhaustive

4. All other assessment including “not assessed”

The score of an element in the criterion formula is either
P(X =E|q) for the model BN1 or P(x = E|a A X'sparent = B)

for the model BN2. The latter is more complex but more related
to our scoring algorithm. The weight w(q) was chosen in order to
normalize the contribution of different topics: even if the number
of assessments were different, this normalization ensured that
each topic had the same influence on the criterion. The criterion
is minimal when all the elements are ordered according to our
partial order.

In order to optimize the criterion, different gradient algorithms
could be used. For the experiments we used a simple gradient
descent agorithm where the learning rate (epsilon) was
automatically set by a line search; for this latter, we use the
Armijo algorithm. The number of steps was chosen so as to
optimize the performance with respect to the ERR metric. For
BN1, a maximum was reached after 195 iterations while for BN2
amaximum was reached after 700.

2.3 Experiments
Three official runs were submitted to INEX'04:

e Okapi In this run, we used the Okapi weighting
scheme; every volume (and not every doxel) in the
INEX corpus was considered as a document while the
average document length used in the Okapi formula
was local: for every doxel, the average document length
was the average length of the doxels with the same tag.

e BNL1 In this run, we submitted the doxel retrieved with
the BN which is described in 2.2. The former Okapi
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model was used as a base model, P(X =El|q) was

used as the score of an element for the learning
process, and P(X = E|q A X'sparent = B) was used as
the score of an element.

e  BN2 In this run, we aso submitted the doxel retrieved
with the BN which were learnt with a different
mapping between tag names.

P(X = E|q/\ X'sparent = B) was used as the score of

an element both for learning and testing.
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Figure 1: CO official runs (Generalized recall)
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Figure 2: CO official runs (average of all RP measures)

Table 1: CO official runs

Generalized recall Average of all RP
measures
Okapi 40.74 0.10
BN1 46.45 0.04
BN2 45.97 0.05

The results are summarized in Figure 1, Figure 2 and Table 1.
For generalized recall, BN models are clearly above Okapi model
whereas curves are inversed for the average of al RP measures.



Contradictions between the different measures do not allow us to
conclude which model is better.

With respect to the experiments we have done the two previous
years, this ranking criterion seems the most promising one — in
INEX 2002 and 2003 we used a maximum likelihood a gorithm
(EM) which was not well fitted to this task. However, the partial
order should be refined so as to be even more close to the “ideal”
criterion which is user related. We also want to investigate other
criterions such as the cross-entropy.

3. CONTENT AND STRUCTURE QUERIES
In this section, we present the algebra we have used to answer
Vague Content and Structure Queries (VCAS) starting from the
scores of BN Model or standalone Okapi model. We only give
some elements to understand the way we use this algebrain the
specific case of NEXI queries. A more detailed description of the
algebra is given in [17]. At last, we give the results of the
experiments on INEX 2004 for the Okapi model and Bayesian
Networks.

3.1 Algebra

3.1.1 Introduction

In INEX, queries are expressed in a query language (NEXI)
which is very similar to XPath in which a vague operator (about)
is introduced in order to alow for queries in a similar fashion
than in information retrieval. Such languages can be used to
express query needs that mix possibly vague content and
structure constraints. XPath is for XML documents what SQL is
for databases: it is a language that describes which information
should be retrieved from XML documents. In traditional
databases, this request is usually mapped into an algebra which
in turn is used as a query plan. This query plan is closely related
to physical operations that will give the answers to the query. In
databases, the result of aformula of the algebrais a set of tuples.
In XML databases, the result is a set of elements.

Defining or choosing an agebra is very important to answer
complex query needs. This is proved by the important number of
works within the semi-structured database field which definite
agebras like for example [15][1]. Such approaches are also used
in INEX [13]. Our algebra is very closely related to the algebra
defined by Fuhr and Grossohan [8] when we defined our own
algebra for XML retrieval. As in cdlassica IR, SIR am is to
retrieve the set of document elements that fulfill a given query
need. This query need is very often imprecise. The algebra we
define here can be used to answers vague queries that have
constraints on both content and structure and make use of the
Bayesian Networks framework that we use for CO queries.

3.1.2 Algebra

Besides classical operators of the set theory like the intersection,
the union and the complementary, our algebra use structural
operators like:

e descy(x) (descendant or self)
e anc(x) (ancestor or self)

e other operators we do not mention because they are
usel ess with the specification of NEXI language.
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We denote X the set of all doxels. We introduce three functions:

1. R(g) which returns the set of doxels which are
answers to the query need . That is, adoxel isin the
set with a given probability.

2. comp(t,comparison) which returns the set of doxels x
where comparison(x,t) is true. We have used

=#,5,2,<,> comparisons.

3. label(x) which returns the label of the doxel (the tag

name). The function label (1) returns the set of doxels

which have a label | (This function is used for SCAS
queries). In order to process VCAS queries, we can
replace the latter function by a vague one caled
inviabel(l) which returns a set of labels with a given

probability.
The algebra is defined on the set P(X) (the set of all the part of

the set of doxels). We use the operator “o” to compose the
different functions defined on P(X) which take valuesin P(X).

With al these operators and functions, we are able to answer
structured queries.

3.1.3 Probabilistic interpretation

In the previous section, R(q) returns the set of doxels that are
answers to the query g. In Information Retrieval (IR), the
answers to a query are not well defined: the query is expressed in
vague terms, and the real query need cannot be easily defined.
We thus have to define R(q) as a “vague’ set in order to
compute the answer to a query that contains predicates like
about.

In our approach, as in the probabilistic interpretation of fuzzy
sets [6], aset Ac X isnot anymore defined strictly. We denote
such aset by A, (v for vague). A, is defined by a probability

distribution on subsets of X . The case where probability
P(A, = A)=1 meansthat the set A, isstrict and not vague (the

concept of fuzzy set is thus more general than the concept
classical set). An element a belongs to A, with a probability

P(ae A,) whichisformally defined by:
Plac A)= > P(A=A)

AcX,acA

We define recursively the fact that a doxel belongs to a vague set:

xeplA)= v XeA

Xe X, xep({x})

Lastly, intersection and union operators can aso be transformed
inlogical formulas:

xe A, NB, =(xe A ) (xe By)
xe A, UB, =(xe A )v(xe B,)

3.1.4 Algebraic expression of a CAS query

In order to convert a NEXI query into an algebraic expression,
we briefly define the way we decompose the NEXI Queries used
in INEX, which can be easily extended to XPath like queries.



A NEXI query is read from left to right. The different
components are separated by two dashes “// " which are not

within brackets. The query //Lo[Fol// Ly[F]..//L,[F,] can be
decomposed in //1;[F,] elements.

Each component is itself composed of three parts:

1. The axis (//). This axis is an abbreviation of the
/descendant—or —self 1 axis in XPeth. It defines a
set with respect to a given doxel x. For the first
component of the XPath, this set is defined by the
document d. For the first component of an XPath
within a filter, the set of selected doxels is evaluated
with respect to the document d or to the filtered doxel.
For any another component, the selection is made with
respect to the set of doxels selected by the previous
component ;

2. Thelabel (L). It filters the set of doxels selected by
the axis and keep only those which have the label a
When the label is*, the “axis” set isnot filtered ;

3. The filter (F) that express a boolean condition on

doxels. It returns the subset of those doxels which
fulfill the boolean conditions expressed in the filter. An
XPath can be used in the filter: it is relative to the
context path and take the form of

MLy I,

The filter is a condition which can be true or false for
one doxel.

An algebraic expression is defined on the parts of the set of
doxels. Each part of the query (axis, label L, filter F) isa
component that can be processed separately:

e An axis is transformed into the structural operator
WA (/)= desc/ except for the first component of the
XPath which is transformed into {0)(//) = desc/(d).

e A label (or aset of labels) L; is transformed into a
function ¥ that selects a subset of doxels which have
alabel L inthe set:

¥ (L) P(XX) —P(X)
X - Xnlabe L)
where we handle the special case of *
defining label 1(*)=X

by

e As for the filter F, the transformation is more
complex and is denoted W :

¥e(R): P(X) - P(X)

X B XNYE(R)

where Wg is the function which transforms a filter in

the set of doxels that fulfill the conditions expressed in
thefilter.
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With these notations, the query:

p=lLo[RliL[Rl. /Ly [R,]
isthe result of the evaluation of the algebraic expression:
¥(d.p) = ‘FF(Fn)o‘PL(Ln)o‘FA(//)

° 'PF (Fy)oWi(Ly)oWall)
o W (Fo)e WL (Lo)o W (O)(//)
= (Fn)ﬁlabel_l( Ln)

W (F) label 7H(Ly)
nﬁxmd W (Fo)nlabel (Lo
mdeﬂ:/(d)

A descy
)}
We do not detail the way we evaluate W¢ . We use a similar
method than above in which:

o predicates about aretransformed intoa R(g) function.

e comparisons are transformed using compl(t,operator)
function.

3.2 Experiments
To compute the union or the intersection of two vague sets, we
used the probabilistic and/or operators defined bel ow:

° Plac Arbe B)=P(ac AP(be B)
P(ae A)+P(be B)
- P(ae A)P(be B)

P(ae Avbe B)=

Complement remains P(ag A)=1-P(ac A). We have also
tested min/max and Lukasievicz operators, but they were
outperformed the probabilistic operator.

In order to introduce vagueness into the query structure, we used
the following labelling function:

inabel(l)= | Jpalx)uixtuiye X, paly)=x}

xeX,label (x)=I
where we supposed that all the doxels from this set have the
same probability of being labelled | . We have aso tested the
labelling function label (1) function, and other simple

strategies to introduce vagueness into structure (not considering
tag names), but they were outperformed by inviabel (1).

e Three official runs were submitted to INEX'04; the
models we used to computed the probability of
relevance are the same that in section 2.3.
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Figure 4: VCAS dfficial runs (average of all RP measur es)

Table 2: VCAS official runs

Generalized recall | AveragedialRp
measur es
Okapi 33.14 0.05
BN1 27.97 0.05
BN2 3167 0.04

The results are summarized in Figure 3, Figure 4 and Table 2.
Okapi model outperform BN1 and BN2 models but not
significantly. We remark results are inversed in comparison with
experiments on CO queries.

Our agebra can answer all INEX VCAS and a so more complex
structured queries. Nevertheless, the connection between CO
queries and VCAS queries is not clear because the best model for
CO queries is not the best one for VCAS queries. The Okapi
model gives better results for structured queries than for content
only queries. Moreover, the choice of union and intersection
functions for aggregation like min/max, Lukasievicz or
probabilistic is not also clear regarding the base models we use.
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4. CONCLUSION

We introduced a new BN model whose conditional probability
functions are learnt from the data via a gradient descent
algorithm. The BN framework has some advantages. Firstly, it
can be used in distributed IR, as we only need the score of the
parent element in order to compute the score of any its
descendants. Secondly, it can use simultaneously different
baseline models: we can therefore use specific models for non
textual media (image, sound, etc.) as another source of evidence.

We have described a new algebra we have used to process
content-and-structure queries. This algebra is a generic way to
represent structured queries and can be easily used with the IR
system based on Bayesian Networks we have developed.

Our system can answer CO and VCAS queries. The model has
still to be improved, tuned and developed. In particular, we
should improve the baseline models and fit them to the
specificities of CO or VCAS queries. We show this agebra
allows answering VCAS queries and we have to investigate new
ways of including vagueness in the structure of queries.
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ABSTRACT

Within the area of Information Retrieval (IR) the
importance of appropriate ranking of results has increased
markedly. The importance is magnified in the case of
systems dedicated to XML retrieval, since users of these
systems expect the retrieval of highly relevant and highly
precise components, instead of whole document retrieval.
As an international, coordinated effort to evaluate the
performance of Information Retrieval systems, the
Initiative for the Evaluation of XML retrieval (INEX)
encourages participating organisation to run queries on
their search engines and to submit their result for the
annual INEX workshop. In previous INEX workshops the
submitted results were manually assessed by participants
and the search engines were ranked in terms of
performance. This paper presents a Collective Ranking
Strategy that is supposed to facilitate the derivation of a
ranking of participating search engines and moreover
provides a system that outperforms all other search
engines.

Keywords

Information Retrieval, Document Standards, Digital
Libraries

1. INTRODUCTION

Modern society unceasingly produces and uses

information. All technical activity — in science, industry,
commerce or government — now takes place in such a
complex environment that it must be based on specially
acquired information. At the same time, every act gives
rise to information, and recorded knowledge grows
rapidly. To find the relevant information sought within the
huge mass of information now available becomes ever
more difficult. If information is supposed to be accessible
it must be organized [1].

The specific nature of information has called for the
development of many new tools and techniques for
information retrieval. Modern information retrieval (IR)
deals with storage, organisation and access to text, as well
as multimedia information resources. The concept of
information retrieval requires that there are some
documents containing information that have been
organised in an order suitable for easy retrieval [2].
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Within the area of information retrieval, keyword search
querying has emerged as one of the most effective
paradigms for IR, especially over HTML documents in the
World Wide Web. One of the main advantages of
keyword search querying is its simplicity — users do not
have to learn a complex query language, and can issue
queries without any prior knowledge about the structure of
the underlying data. Since the keyword search query
interface is very flexible, queries may not always be
precise and can potentially return a large number of query
results, especially in large document collections. As a
consequence, an important requirement for keyword
search is to rank the query results so that the most relevant
results appear first.

Despite the success of HTML-based keyword search
engines, certain limitations of the HTML data model make
such systems ineffective in many domains. These
limitations stem from the fact that HTML is a presentation
language and hence cannot capture much semantics. The
XML (eXtensible Markup Language) data model
addresses this limitation by allowing for extensible
element tags, which can be arbitrarily nested to capture
additional semantics. Information such as titles,
references, sections and sub-sections are explicitly
captured using nested, applicationspecific XML tags,
which is not possible using HTML.

Given the nested, extensible element tags supported by
XML, it is natural to exploit this information for querying.
One approach is to use sophisticated query languages
based on Xpath to query XML documents. While this
approach can be very effective in some cases, a
disadvantage is that users have to learn a complex query
language and understand the schema of underlying XML.

Information retrieval over hierarchical XML documents,
in contrast to conceptually flat HTML documents,
introduces many new challenges. First, XML queries do
not always return whole documents, but can return
arbitrarily nested XML elements that contain the
information needed by the user. Generally, returning the
“deepest” node usually gives more context information.
Second, XML and HTML queries differ in how query
results are ranked. HTML search engines usually rank
documents partly based on their hyperlinked structure [3].
Since XML queries can return nested elements, as against



entire XML documents, ranking has to be done at the
granularity of XML elements, which requires complicated
computing due to the fact that the semantics of
containment links (relating parent and child elements) is
very different from that of hyperlinks. As a consequence,
techniques for computing rankings exclusively based on
hyperlinks are not directly applicable for nested XML
elements [4].

This paper presents an approach for effective ranking of
XML result elements in response to a user query by
considering the results of several other search engines and
producing a collective ranking on the basis of some sort of
a vote. The hypothesis is that the resulting system will
outperform all search engines delivering the results it is
based on.

1.1 Overview of INEX

Extensible Markup Language (XML) has become a
widely accepted standard for the representation and
exchange of data, attracting growing attention in digital
libraries, scientific data repositories and on the web. The
widespread use of XML documents led to the
development of appropriate information retrieval (IR)
methods for XML documents in the form of XML
retrieval systems. These systems exploit the logical
structure of documents, which is explicitly represented by
the XML markup, to retrieve document components,
instead of entire documents, in response to a user query.
This means that an XML retrieval system needs not only
to find relevant information in the XML documents, but
also determine the appropriate level of granularity to
return to the user, and this with respect to both content and
structural conditions [5]. The expansion in the field of
information retrieval caused the need to evaluate the
effectiveness of the developed XML retrieval systems.

To facilitate research in XML information retrieval
systems the INitiative for the Evaluation of XML retrieval
(INEX) has established an international, coordinated
effort to promote evaluation procedures for content-based
XML retrieval. INEX provides a means, in the form of a
large XML test collection and appropriate scoring scheme
for the evaluation of XML retrieval systems [6]. The test
collection consists of XML documents, predefined queries
and assessments. The scoring scheme is based upon two
dimensions: specificity (reflects the relevancy of a
particular XML component) and exhaustiveness (measures
whether a relevant component contains suitable coverage).
These values are quantised to the traditional metrics of
precision (the probability that a result element viewed by a
user is relevant) and recall (the total number of relevant
components returned). In turn, these metrics are combined
to form a recall/precision curve.

Together they provide a means for qualitative and
quantitative comparison between the various competitors
participating at INEX. Each year the competitors’ systems
are ranked according to their overall effectiveness.
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2. RANKING OF RESULTS

Ranking of results has a major impact on users’
satisfaction with search engines and their success in
retrieving relevant documents. While searches may
retrieve thousands of hits, search engine developer claim
their systems place items that best match the search query
at the top of the results list.

Since users often do not have time to explore more than
the top few results returned, it is very important for a
search engine to be able to rank the best results near the
top of all returned results. A study conducted by [7]
indicates that 80% of users only view the first two pages
of results. The user may consider a number of factors in
deciding whether or not to retrieve a document.
Regardless of relevance-ranking theory, users have an
intuitive sense of how well the relevance ranking is
working, and a key indicator of this intuitive satisfaction is
the number of distinct query words that a document
contains. E.g., a document containing only two query
words from an eight-word query should not be higher
ranked than a document containing all eight words [8].

2.1 Collective Ranking
As described before, the INEX workshop is run once a
year and is generally based on the following steps:

1. Participating organisations contribute topics (end user
queries) and a subset of topics is selected for
evaluation.

2. The topics are distributed to participants who run
their search engines and produce a ranked list of
results for each topic.

3. The results are pooled together (disassociated and
duplicates eliminated).

4. The pooled results are individually assessed by the
original topic contributors, who act as end users
manually assessing the relevance of the results in
terms of exhaustiveness and specificity.

5. The search engines are ranked in terms of
performance (recall/precision) using several metrics.

6. Results are returned to participants who in turn write
up and present their systems and discuss it at the
workshop.

During the last two years the execution of step 4
(assessment of topics by human assessors) has emerged as
a very time-consuming procedure which led to the idea of
a “Collective Ranking Strategy*. The idea is to take the
entire set of results from all search engines and produce a
collective (“committee™) ranking by taking some sort of a
vote.

The collectively ranked results are to be evaluated against
the assessed pool of results (as determined by the human
assessors). The hypothesis is that it may be possible to
outperform any single system by taking account of the
results from all systems. If this hypothesis is verified, then
as a consequence manual assessment of pooled results by



human assessors (step 4) may be no longer required.
Instead, a relative comparison of submissions with the
collective ranking results will be sufficient to derive a
ranking of all search engines. Moreover, this would also
prove the assumption that you can derive a Dbetter
performing search engine by solely considering results of
several other search engines.

2.2 Strategy

Several strategies were tested and the specifics of the
Collective Ranking were determined. During the testing
phase it became obvious that the simplest strategy led to
best results. The eventually applied Collective Ranking
Strategy is described by the following algorithm, which is
to be applied seperately for both CAS and CO topics:

For each topic t;... t,:
{
For each submission s;... s, for topic t;:
{
Take the top x result elements;
Assign a value p; (points for ranking position) to
each rank r; € [1...x] of the top x submitted result
elements applying the following formula:
pi=(X-r)+ 1
}
Compute a total result element score res_score; for each
unique submitted result element as follows (m being the
number of submissions):
m
Vx; € result elements: res_score;:= Y p; k
i=1
Rank the result elements according to the assigned result
element score res_score; in descending order;
In the format of a submission file write the top 1500
result elements of the ranked list into the Collective
Ranking output file;
}

Within this algorithm, x (2 number of top ranked result
elements taken from each submission for each topic) and k
(2 weighting for p;) are variables whose optimal values
are to be determined according to the best possible results
in the testing phase.

The basic idea of this strategy is to take into account both
the number of occurrences and the ranking position of
each result element submitted by the participants’ search
engines. With reference to the number of occurrences, the
summation in the algorithm makes sure that, the more
often the same result element appears in the submitted
result lists of various search engines, the higher it is rated
and eventually ranked. This becomes evident considering
an implication provided by the algorithm: If a particular
result element is not returned in a search engine’s top 100
results, it receives O points for the ranking position (p;).
With respect to the consideration of the ranking position,
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the definition and incorporation of p; (points for ranking
position) makes sure that, the higher the ranking position
of the same result element in each submitted result list is,
the bigger the value p; for each occurrence will be.

As the Collective Ranking is derived from a descending
list of the top 1500 result element scores, the bigger the
value p; for each occurrence of a particular result element
and as a consequence the bigger the result element score
res_score; (derived from the summation of p;) is, the better
the final ranking position of this particular result element
in the Collective Ranking will be.

3. TESTING

The Collective Ranking algorithm was tested using
different values for the variables x and k, in order to
identify the optimal combination of these values. In the
testing phase it became evident that the bigger the depth
value x (2 number of top ranked result elements taken
from each submission for each topic) is, the bigger the
applied value for k (2 weighting for p;) is supposed to be
in order to obtain optimal results.

Furthermore, the algorithm was tested comparing results
when considering all submissions and merely considering
the top ten ranked submissions (as determined by INEX
2003), respectively. It became obvious that considering all
submissions instead of solely considering those
submissions ranked as the top ten in INEX 2003 led to
better results while retaining the same values for x and k.

Figure 3.1 presents an example of the different effect on
results when considering all submissions and only top ten
submissions of INEX respectively. Figure 3.2 and 3.3
show examples of test results with different values for x
and constant value for k and vice versa respectively.

All Submissions vs. Top Ten Submission

Average Precision:

Figure 3.1: Comparison of results considering all
submissions / only top ten submissions of INEX



Different x-values / Constant k-value

The Precision/Recall curves represented in Figures 4.1 to
4.4 demonstrate the performance of the Collective
Ranking (displayed in red colour) in comparison with all
other submissions of INEX 2003.

Table 4.1: Comparison of best values of Avg. Precision
of participants/Collect. Ranking (*Univ. of Amsterdam)

rTeweR2LCRERRAER 85

FYIRBREEBLDRES

Recall

Figure 3.2: Example of test results with different
values for X and constant value for k

Constant x-value / Different k-values

S \/\ — (=350 and k=30)
[ Average Precislon:

L]

(=350, 4= 5 ) 03247
s (=350, ¥=15), 03480
(=350, k=30 0.3421

Figure 3.3: Example of test results with constant value
for x and different values for k

4. RESULTS

After executing the described algorithm for both CAS and
CO topics and submitting the obtained Collective Ranking
result file to the INEX evaluation software the hypothesis
was verified: The recall/precision curve as well as the
average precision of the Collective Ranking outperformed
all other systems’ submissions.

In this context, best results for the different tasks and
quantisations were achieved with the following values for
x and k:

= CASstrict: x =400 and k = 18

= CAS generalised: x = 1000 and k = 30
= CO strict: x = 1500 and k = 39

=  CO generalised: x = 1500 and k = 39

Table 4.1 displays the best values of average precision
achieved by the Collective Ranking in comparison with
the best ranked submissions of participants in INEX 2003.

Task | Quantisation

Avg. Precision - Best Value

Participants

Collect. Ranking

CAS | Strict 0.3182° 0.3480
CAS | Generalised 0.2989 0.3177
CO |strict 0.1214° 0.1339
CO |Generalised 0.1032° 0.1210

INEX 2003: CAS (strict)

Precision

Recall

Figure 4.1: Results — CAS (strict)

INEX 2003: CAS (generalized)

04

ng

07

Precision

Recall

Figure 4.2: Results — CAS (generalised)



INEX 2003: CO (strict)

Precision

Recall

Figure 4.3: Results — CO (strict)

INEX 2003: CO (generalized)

094

0.8 -

07+

Precision

Recall

Figure 4.4: Results — CO (generalised)

5. OUTLOOK AND FUTURE WORK

The development and implementation of a Collective
Ranking Strategy as presented in this thesis and the results
obtained establish a basis for copious future work. This
chapter gives an overview of challenges and ideas of
approaches for further research on this topic.

5.1 Realistic Assessment

In order to identify the extent of possible improvement
regarding the Collective Ranking, a programme indicating
the notionally maximum performance was implemented,
which is based on the following idea:

During the assessment process of the INEX workshop
human assessors determine the relevancy of result
elements returned by the participants’ systems and pooled
together in the pool of results in terms of exhaustiveness
and specificity. While exploring the XML files of the
INEX document collection with respect to the result
elements returned for a certain topic, assessors may add
elements of the XML files that were not returned by any
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participating system but, however, are considered relevant
to the pooled results. This procedure yields a pool of
results referred to as the *“Official Perfect Pool of
Results, which provides the basis for the INEX Official
Assessment Files that are required for the evaluation of the
search engines’ performance. These assessment files
suggest an idealish ranking of particular result elements
for each topic representing a guideline for the assessment
of the actually returned results. This ranking is referred to
as “idealish” since elements from some relevant articles
might not be included in the top 100 results from any
submission, hence are not in the pool of results at all.
Adding these elements to the pool would make it
theoretically possible to achieve an even better
performance. However, due to the fact that some result
elements contained in those idealish assessment files are
manually added and not returned by any single system, it
is not realistic to expect the search engines to actually
retrieve these result elements. Therefore, it is equally
unlikely that the Collective Ranking system could perform
as good as the official ideal results, since it is solely based
on the results actually returned by the participants’ search
engines.

In order to set a more realistic benchmark to identify the
(theoretically) best possible performance of the Collective
Ranking system, a so-called “Realistic Perfect Pool of
Results™ is to be established. The appendant programme
developed to derive the required Realistic Assessment
Files eliminates all result elements not actually submitted
by any participant’s search engine from the “idealish”
Official Perfect Pool of Results.

Figures 5.1 to 5.4 display the performance of the
Collective Ranking system compared with the
precision/recall curves of the “Official Perfect” and
“Realistic Perfect” Results. They reveal the remarkably
big capability of improvement regarding the Collective
Ranking Strategy.

INEX 2003: CAS (strict)

1 p—

Precision

Recall

Figure 5.1: Collective Ranking compared with
“Official Perfect” and “Realistic Perfect” results (CAS
— strict)




INEX 2003: CAS {generalised)

= Coliective Ranking

09 N, —— Orficial Perfect

Realstic Perfact

Figure 5.2: Collective Ranking compared with “Official
Perfect” and “Realistic Perfect” results (CAS-
generalised)

INEX 2003: CO (strict)

Figure 5.3: Collective Ranking compared with
“Official Perfect” and “Realistic Perfect” results (CO —
strict)

INEX 2003: CO {generalized)

——Cokectve Ranking
— Oifficial Perfect

Realistic Perfect

Recall

Figure 5.4: Collective Ranking compared with
“Official Perfect” and “Realistic Perfect” results (CO-
generalised)

Surveying these results it is particularly striking to see that
the precision/recall curves of the Realistic Perfect Results
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are remarkably better performing than the Collective
Ranking, although the Realistic Perfect “system” avails
itself of the same source — solely consisting of result
elements returned by INEX participants — that is also
available for the Collective Ranking system. This
emphasises the crucial importance of successful ranking
of returned results and therefore represents a point of
origin for further examinations.

5.2 Modification of Algorithm

A possible approach to improve the performance of the
Collective Ranking system is the modification of the
algorithm applied for the implementation of the Collective
Ranking Strategy. In this context two practical ideas are
described as follows:

1. Quality Factor:

The main idea is the introduction and implementation
of a so-called Quality Factor which represents an
iterative assignment of a value g; (0, 1] to each
submission depending on its performance in relative
comparison with the Collective Ranking. In this
regard the definition of the result element score
res_score; (currently derived from the summation of
pi only) would be the following:

m

Vx; € result elements: res_score;: =) (p; kKo qij)

i=1

Initially, for the first run q; equals 1 for every
submission. After this initial run, a first ranking of
submissions can be derived from relative comparison
with the Collective Ranking and an individual value
for q; (0, 1] can be assigned for each submission
applying the following formula (with m = number of
submissions and sr; = rank of submission i according
to submission ranking derived from previous run
compared with Collective Ranking):

gi:=(m-sr;+1) /m

This means for example, if there are ten submissions,
the submission ranked first achieves the value (q; = 1)
for its individual quality factor whereas the
submission ranked tenth will be assigned a quality
factor value of (q; = 0.1) only. Consequently, as the
Collective Ranking is derived from a descending list
of the top 1500 result element scores res_score;, the
bigger the value p;and the bigger the value q; for each
occurrence of a particular result element is, the better
the final ranking position of this particular result
element in the Collective Ranking will be.

Implementing the idea of a quality factor q; would
emphasise the impact of better performing



submissions and as a consequence might lead to a
better performance of the Collective Ranking system.

2. Improvement of Ranking:

As the Realistic Pool results have revealed that most
of the result elements contained in the official INEX
assessment files have actually been submitted by
participants and as a consequence must be accessible
for the Collective Ranking, it becomes obvious that
an improved ranking of results for both the INEX
submissions and the Collective Ranking could be the
key for noticeable improvement of performance.
However, at present it is not quite clear yet how this
idea can be translated into successful methods.

5.3 Automatic Testing

At this stage, values identified best for x and k applied in
the Collective Ranking programme are based on results
derived from experimental testing. However, since
possible values for x can range from 1 to 1500 and
appropriate values for k can theoretically range from 0 to
infinite, it was not possible to test all possible
combinations of these two values. Therefore it is
conceivable that better “optimal” combinations may be
identified by using automated testing methods which in
turn  requires the assignment of an adequate
implementation.

5.4 Automatic Assessment

At the present time, INEX Assessment Files that are used
for the evaluation of submissions are derived from
assessments conducted by human assessors who work
through the INEX document collection to identify relevant
result elements. Since this has emerged as a very time-
consuming procedure, future work and development with
respect to the Collective Ranking could benefit the INEX
workshop at such a rate that human assessments might
eventually be replaced by assessment and ranking of
submissions derived from a relative comparison of those
submissions with the Collective Ranking. For this
purpose, however, Automatic Assessment Files are to be
established within the scope of further research and
testing.

6. CONCLUSION

The results achieved within the scope of this research
project by the development and implementation of a
Collective Ranking Strategy may benefit the future
procedure of the INEX workshop since — although not yet
a suitable substitute for human assessments of results — a
ranking of participating search engines can now be
derived without manual assessment.

The hypothesis stated at the beginning of this project,
suggesting that it may be possible to outperform any
single system by taking account of the results from all
systems was verified. Moreover it was proven that an
outperforming search engine can be developed on the
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basis of other search engines’ results. However, the results
derived from the implementation of the Realistic Pool
Assessment Programme revealed that there is still much
room for improvement. Therefore, ample research on the
reasons for the performance of the Collective Ranking
system will be required in order to identify means to
improve the current results.

These conclusions will provide a basis for further research
on this topic, especially for the automatic assessment and
ranking of search engines, and may be considered a
starting point for the exploration of new challenges
regarding ranking strategies within this area of modern
Information Retrieval.

7. REFERENCES

[1] B. C. Vickery. “The Need for Information”. In
Techniques of Information Retrieval, p 1, London,
1970.

G. G. Chowdhury. “Basic concepts of information
retrieval systems”. In Introduction to Modern
Information Retrieval, pp 1-2, London, 2004,

S. Brin, L. Page. “The Anatomy of a Large-Scale
Hypertextual Web Search Engine”, WWW Conf.,
1998.

L. Guo, F. Shao, C. Botev, J. Shanmugasundaram.
“Ranked Keyword Search over XML Documents”,
p.1, San Diego, CA, June 9-12, 2003.

(2]

(3]

[4]

N. Fuhr and S. Malik. Overview of the Initiative for
the Evaluation of XML Retrieval (INEX) 2003. In
INEX 2003 Workshop Proceedings, pp 1-11,
Schloss Dagstuhl, Germany, December 15-17,
2003.

N. Fuhr, N. Govert, G. Kazai and M. Lalmas.
“Overview of the Initiative for the Evaluation of
XML Retrieval (INEX) 2002”. In Proceedings of
the First Workshop of the INitiative for the
Evaluation of XML Retrieval (INEX), pp 1-15,
Schloss Dagstuhl, Germany, December 9-11, 2002.

[5]

(6]

[71 Jansen, J. Bernard, A.Spink, J. Bateman, T.
Saracevic. “Real Life Information Retrieval: a
Study of User Queries on the Web”. In SIGIR

Forum 32 No. 1, pp. 5-17, 1998.

[8] M. B. Koll. “Automatic Relevance Ranking: A
Searcher's Complement to Indexing” . In Indexing,
Providing Access to Information: Looking Back,
Looking Ahead, Proceedings of the 25th Annual
Meeting of the American Society of Indexers, pp

55-60, Alexandria, VA, May 20-22, 1993.



TRIX 2004 - struggling with the overlap

Jaana Kekalainen
Dept. of Information Studies
33014 University of Tampere
Finland

jaana.kekalainen@uta.fi

Marko Junkkari
Dept. of Computer Sciences
33014 University of Tampere

Finland

junken@cs.uta.fi

Timo Aalto
Dept. of Information Studies
33014 University of Tampere

Paavo Arvola
Dept. of Computer Sciences
33014 University of Tampere
Finland

paavo.arvola@uta.fi

Finland
timo.aalto@uta.fi

ABSTRACT

In this paper, we present a new XML retrieval system prototype
employing structural indices and a #f*idf weighting modification.
Our runs for INEX 2004 test a) emphasizing the #f part in
weighting and b) allowing overlap to different degrees in run
results. It seems that increasing the overlap percentage leads to a
better performance. Emphasizing the #f part enables us to increase
exhaustivity of the run results.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: Retrieval models,
performance evaluation

General Terms
Performance, Design, Experimentation.

Keywords

XML, Information retrieval, Relevance ranking, Overlap

1. INTRODUCTION

TRIX (Tampere retrieval and indexing system for XML) is aimed
for full scale XML retrieval. Extensibility and generality for
heterogeneous XML collections have been the main goals in
designing TRIX. We started from scratch and the first prototype
was implemented during four months in the summer 2004. This
prototype is able to manipulate CO queries but not CAS queries.
However, with the CO approach of TRIX we achieved tolerable
ranking for VCAS runs in INEX 2004.

One idea of XML is to distinguish the content (or data) element
structure from stylesheet descriptions. From the perspective of
information retrieval, stylesheet descriptions are typically
irrelevant. However, in the INEX collection these markups are not
totally separated. Moreover, some elements are irrelevant for
information retrieval. Thus, we preprocessed the INEX collection
so that we removed the irrelevant parts from the collection. We
classified these irrelevant parts into three classes. First, there are
elements which possess relevant content but the tags are
irrelevant. Tags which only denote styles, such as boldface or
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italic, inhere in this class. These tags were removed but the
content of the elements was maintained. Second, there are
elements whose content seems irrelevant but their tags are
necessary in order to maintain the coherent structure of
documents. For example we appraised the content of <sgmlmath>
and <tmath> elements to inhere in this class. Third, there are
elements having irrelevant content and whose tags are not
necessary in structural sense. These elements, such as <doi> and
<en>, were removed.

The main goal of the preprocessing of the INEX collection was to
achieve a structure in which the content element has a natural
interpretation. In the terminology of the present paper, the content
element means an element that has own textual content. The
ranking in TRIX is based on weighting the words (keys) with a
tf*idf weighting modification, in which length normalization and
idf are based on content elements instead of documents.

The overlap problem is an open question in XML information
retrieval. On one hand, it would be ideal that the result list does
not contain overlapping elements [3]. On the other hand, the
metrics of INEX 2004 encourage for large overlapping among
results. In this paper, we examine how the ranking of runs
depends on the degree of overlap. For this, we have three degrees
of overlap:

1. No overlapping is allowed. This means that any element (or
document) is discarded in the ranking list if its subelement
(descendant) or superelement (ancestor) appears in the result
list.

2. Partial overlapping is allowed. The partial overlapping
means that the immediate subelements and superelement are
not allowed in the result list relating to those elements which
have a higher score.

3. Full overlapping is allowed.

In this report we present the performance of two slightly different
weighting schemes and three different overlapping degrees for
both CO and VCAS tasks. The report is organized as follows:
TRIX is described in Chapter 2, the results are given in Chapter 3,
and discussion and conclusions in Chapter 4.



2. TRIX 2004
2.1 Background

The manipulation of XML documents in TRIX is based on
structural indices [2]. In the XML context this way of indexing is
known better as Dewey ordering [7]. To our knowledge the first
proposal for manipulating hierarchical data structures using
structural (or Dewey) indices is found in [5]. The idea of
structural indices is that the topmost element is indexed by <1>
and its immediate subelements by <lI,1>, <1,2>, <1,3> etc.
Further the immediate subelements of <1,1> are labeled by
<L,1,1>, <1,1,2> <1,1,3> etc. This kind of indexing enables
analyzing any hierarchal data structure in a straightforward way.
For example, the superelements of the element labeled by
<1,3,4,2> are found from indices <1,3,4>, <1,3> and <1>. In turn,
any subelement related to the index <1,3> is labeled by <1,3,&>
where & is a non-empty subscripts of the index.

In TRIX we have utilized structural indices in various tasks. First,
documents and elements are identified by them. Second, the
structure of the inverted file for elements is based on structural
indices. Third, algorithms for partial and full overlapping are
designed based on them.

2.2 Weighting Function and Relevance

Scoring
In TRIX the weighting of keys is based on a modification of the

BM25 weighting function [1, 6].
log(N)
kfe * n

(1 « € log N
Kfetv ((1 b)+b \/?)

where wy is the weight assigned to a key & in element e, £f, is the
number of times k occurs in the element, ef. is the number of all
content subelements of the element e, ef; is the number of content
subelements of e containing k, n is the number of content
elements containing &, N is the total number of content elements,
v and b are constants for tuning the weighting. The length
normalization for the element is based on the ratio of its all
content subelements and content subelements containing the key.

Wi =

The weights are combined to a relevance ranking score for each
element by taking an average of the weights of keys — or query
fragments — appearing in queries and elements. By query
fragments we refer to phrases or +/- operations. Beside the
average we also used a fuzzy operation called Einstein's sum [4]:

Wt wie
Wklk2 =7
L+ wir - wiz
Unlike average this operation is associative, which means that if
@ denotes Einstein's sum then wy; @ wi, @ wiz = (W © wy,) @
Wiz = Wiy © (Wi © wyg).
The *+’ prefix in queries is used to emphasize the importance of a
search key. In TRIX the weight of the key was increased by
taking a square root of the original weight:

w! =we
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This works because the weights are scaled between 0 and 1. The
’-” prefix in queries denotes an unwanted key. In TRIX the weight
of such a key was decreased by changing the weight to its
negation:

W, =—Ww,

TRIX does not support proximity searching. However, it is
possible to demand keys to appear in the same content element by
giving the keys in quotes: "kj,...,k,". In this case the calculation

of the weights is affected as follows:
(N)
log\ —
% n

log N

kl,m,nﬁ

A (B J%)

Witdn =

where k; _f. = min{kf, kof., ..., kf.}.

2.3 Implementation

The TRIX is implemented in C++ for Windows/XP but the
implementation has not been bound to these operating systems. In
other words, the TRIX prototype could be operated in
UNIX/LINUX as well. In implementing the present TRIX
prototype, we have paid attention for effective manipulation of
XML data structures based on structural indices. However, the
efficiency has not been the main goal of TRIX, and for optimizing
of the code we have not used any tricks.

The TRIX prototype has two modes: online mode and batch
mode. In the online mode the user can run CO queries in the
default database (XML collection). The batch mode enables
running a set of CO queries. In this mode queries are saved in a
text file. Running the CO queries of INEX 2004 in the batch
mode takes about 40 minutes in a sample PC (Intel Pentium 4, 2.4
GHz, 512MB of RAM).

The command based user-interface of the TRIX prototype is
tailored for testing various aspects XML information retrieval.
This means that a query can be run with various options. For
example, the user can select:

e the method (average or Einstein's sum) used in combining of
weights,

e the degree of overlap (no overlapping, partial overlapping or
full overlapping), and

e the values of the constants.

For example the command string

TRIX -e -0 b=0.1 queries2004co.txt

means that Einstein’s sum is used in combination of weights
(parameter -e), full overlapping is allowed (parameter -0) and the
b wvalue is 0.1. Finally, queries2004co.txt denotes the file from
which the query set, at hand, is found. Actually, there is no
assumption of ordering for the parameters of a query. For
example, the command string

TRIX -0 queries2004cs.txt b=0.1 -e
is equivalent with the previous query.

The online mode of TRIX is chosen by the command
TRIX



After this command the user may give his/her query.

3. RESULTS

For INEX 2004 we submitted both CO and VCAS runs though
our system supports only CO queries. In both cases, the title field
was used in automatic query construction. Phrases marked in
titles were interpreted as ‘“TRIX phrases’ in queries, i.e. all the
phrase components were demanded to appear in the same
element. Yet, all the components were added as single keys to
queries as well. In VCAS queries the structural conditions were
neglected and all keys were collected into a flat query. Word form
normalization for the INEX collection and queries was Porter
stemming, and a stoplist of 419 words was employed.

We tested in both CO and VCAS runs the effects of a) tuning of
the constant b in the weighting scheme and b) overlap in the
results.

3.1 CO Runs

In the official submissions of the CO queries we tried both
average and Einstein’s sum in relevance scoring. The results were
so similar that we report the results based on average only.
Further, in our official submissions two overlap degrees were
tested: no overlapping and partial overlapping. Later on we added
the full overlapping case.

Table 1. Scores and Rankings of CO runs

B Score Ranking
no overlapping 0.4 0.0198 45
0.1 0.0239 42
partial overlapping 04 0.0443 31
0.1 0.0487 25
full overlapping 04 0.0831 11
0.1 0.0957 10

Table 1 shows the effect of different overlaps and tuning of b to
the aggregate score and rank. Decreasing b has a slight positive
effect on the aggregate score and rank. When the different metrics
are considered, it is obvious that small b values enhance the
dimension of exhaustivity at specificity’s expense. Figures 3 and
5 in the appendix show a specificity-oriented metric, quantization
s3e3p1, and there average precision decreases as the b decreases.
Figures 4 and 6 in the appendix show an exhaustivity-oriented
metric, quantization es;s3;;, which shows that average precision
increases as b decreases.

The effect of overlap is more substantial: allowing the full
overlapping changes the aggregate rank from 45" to 11" when
b=0.4, or from 42" to 10" when b = 0.1. Figure 1 illustrates the
increase in the aggregate score when overlap percentage increases
(compare Figures 3a and 5a, and 3b and 5b, etc. in the appendix).
Whether the change in the result lists is desirable from the user’s
point of view is questionable because it means returning several
overlapping elements from the same document in a row.
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Figure 1. Scores and overlapping of CO runs

3.2 VCAS Runs

The results of the VCAS runs are very similar to CO runs.
Decreasing b value gives better exhaustivity-oriented results but
impairs specificity. Increasing the overlap enhances effectiveness.
Both these tactics have a positive effect on the aggregate score
(see Table 2).

Table 2. Scores and Rankings of VCAS runs

b Score Ranking
no overlapping 04 0.269 30
0.1 0.0308 30
partial overlapping 0.4 0.0384 25
0.1 0.0421 2
full overlapping 0.4 0.0607 11
0.1 0.0754 7

Figure 2 shows the overlap percentages for different VCAS runs.
Also here the benefits of allowing the overlap are evident though
not as remarkable as for CO queries.
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Figure 2. Scores and overlapping of VCAS runs

4. DISCUSSION AND CONCLUSIONS

TRIX is an XML retrieval system which employs a modification
of #f*idf weighting, using the number of content subelements in
element length normalization. In the present mode it only
supports CO queries but we aim at introducing a query language
for content and structure queries. Our original design principle
was not to allow overlap in results. Because only the titles of the
topics — providing a very terse description of the information need
— were allowed in query construction, and we did not expand the
queries, mediocre effectiveness was to be expected.

When the official results were distributed, we found out that our
official submission allowing partial overlap yielded a better
performance than runs with no overlap. We then tested runs with
full overlap and a slightly tuned weighting scheme. These tests
show that strengthening the #f part in our weighting scheme (by
decreasing b) enables us to strengthen the exhaustivity in results.
Further, allowing the full overlap leads to a dramatic
improvement in the aggregate score and rank. In our case, the
improvement in effectiveness was not necessarily an
improvement from the user’s point of view, because it led to a
massive repetition.

Since TRIX does not support querying with structural conditions
we submitted VCAS runs processed similarly as CO runs.
Surprisingly our success with the VCAS task was not worse than
with the CO task. However, if structural conditions are not
considered when assessing the relevance, it is understandable that
CO and VCAS tasks resemble each other.

Our further work with TRIX is aimed at introducing a query
expansion or enhancing module. Incapability to deal with short
content queries is a well-known disadvantage. Also, a CAS query
language allowing also document restructuring is under
construction.
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ABSTRACT

Using separate indices for each element and merging their
results has proven to be a feasible way of performing XML
element retrieval; however, there has been little work on
evaluating how the main method parameters affect the re-
sults. We study the effect of using different weighting models
for computing rankings at the single index level and using
different merging techniques for combining such rankings.
Our main findings are that (i) there are large variations on
retrieval effectiveness when choosing different techniques for
weighting and merging, with performance gains up to 102%,
and (ii) although there does not seem to be any best weight-
ing model, some merging schemes perform clearly better
than others.

1. INTRODUCTION

We focus on the Content Only (CO) task and try to extend
information retrieval (IR) techniques to deal with XML doc-
uments. As each XML document is formed by several nested
elements and the goal is to retrieve the most relevant ele-
ments, IR ranking models must be expanded with element
level statistics. However, at INEX 2003, Mass and Mandel-
brod [7] showed that, for XML documents, the use of clas-
sical IR statistics involving element and term frequencies is
not straightforward and may easily lead to inconsistencies
and errors, due to the nesting of elements.

To overcome this problem, one can compute weights at the
most specific level and propagate such weights upwards us-
ing augmentation factors [5]. Another approach, which does
not rely on user parameters, is to use a separate index for
each type of elements and compute rankings at the single
index level. Such rankings are then merged to return a com-
bined result [7].

In this paper we aim at experimenting with the latter ap-
proach, extending previous work in two directions. Our goal
is to study whether the choice of the weighting model and
the merging technique affect the retrieval performance of
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XML indices in the INEX environment, and to evaluate rel-
ative merits and drawbacks of different parameter choices.

We consider three weighting models with a different theo-
retical background that have proved their effectiveness on
a number of tasks and collections. The three models are
deviation from randomness [3], Okapi [11], and statistical
language modeling [13].

The merging problem is tackled by combining the relevance
scores associated with each index through different normal-
ization techniques. We consider five schemes; namely, nor-
malization by query score, maximum score, standard norm,
sum norm, and Z-score norm.

In the following we first present the weighting models and
the normalization schemes. Then we describe the experi-
mental setting and discuss the results. Finally, we provide
some conclusions.

2. WEIGHTING MODELS

For the ease of clarity and comparison, the document rank-
ing produced by each weighting model is represented using
the same general expression, namely as the product of a
document-based term weight by a query-based term weight:

D Wid - Wiy
tEgNd

sim(q, d) =

Before giving the expressions for w:q and w4 for each
weighting model, we report the complete list of variables
that will be used:

ft the number of occurrences of term ¢ in the collection
ft.a the number of occurrences of term ¢ in document d
ftq the number of occurrences of term t in query ¢

n¢ the number of documents in which term ¢ occurs

D the number of documents in the collection

T the number of terms in the collection

A the ratio between f; and T

la the length of document d

lq the length of query ¢

avrly the average length of documents in the collection



2.1 Okapi

To describe Okapi, we use the expression given in [11]. This
formula has been used by most participants in TREC and
CLEF over the last years.

k 1) -
Wt,d = (ks +1) ];:d
ki - [(1*b)+b + fta
avr_ly
_ (ks+1) - fiq D —ni + 05
Wt = R F Jog 12T w105

2.2 Statistical Language Modeling (SLM)
The statistical language modeling approach has been pro-
posed in several papers, with many variants (e.g., [6], [9]).
Here we use the expression given in [13], with Dirichlet
smoothing.

_ fra + pAe u ly
wa = logs la + p longd + p logaAs + lg A d|
log2 1
Weq = fiq

2.3 Deviation From Randomness (DFR)
Deviation from randomness has been successfully used at
TREC, for the Web track [1], and CLEF , for the monolin-
gual tasks [2]. It is best described in [3].

fi+1
ne - (fra+1)

wia = (loga(l + A) + fiig - logs L4A) -

wtvq = ft,q
with
fta = fra - log2(1 + %)

lg

3. MERGING METHODS

Most of IR work on method combination has focused on

merging multiple rankings with overlapping documents, whereas

combining disjoint rankings has not received much attention.
If training information is available, one can learn cut-off val-
ues for each ranking [12] or give a value to each index [4]. As
in this case we did not have access to prior data (this is our
first participation in INEX), we use combination techniques
that do not require such data.

One simple approach would be to combine the original scores
into a large ranked list, without modifying the scores. How-
ever, such an approach would not work, due to the different
scales of the scores yielded by each index. In fact, the rel-
evance scores used in our experiments are not probabilities
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and the statistics on which they are based are relative to in-
dices of varying size. Thus, the scores need to be normalized,
and the merging problem essentially becomes a normaliza-
tion problem.

Normalization can be done in different ways (see for instance
[8]). We test five approaches, which feature different prop-
erties in terms of shift and scale invariance and outlier tol-
erance. Such approaches are detailed in the following.

31 Q

The raw scores of the elements retrieved in response to query
@ by index i are divided by sim(q,q), which is the score
of the query itself (as if it were a document in the index)
according to the weighting model of index 7. This technique,
denoted here by @, has been used in [7].

3.2 Max

The raw scores are divided by the maximum score in the
corresponding index. Note that each index will produce one
element with normalized score = 1. In the combined rank-
ing, these topmost elements are ordered according to their
original value. This normalization scheme will be referred
to as Max.

3.3 MinMax

This scheme consists of shifting the minimum raw score to
zero and scaling the maximum to one, i.e.

score — minimum
Maximum — minimum

This scheme will be denoted by MinMaz.

3.4 Sum

A normalized score is obtained by shifting the minimum raw
score to zero and the sample sum to one; i.e.,

score — minimum
E scores — N - minimum
N

This scheme will be denoted by Sum

3.5 Z-score

This is the classical standard score, denoted Z-score. It is
derived by subtracting the sample mean from raw scores and
then dividing the difference by the sample standard devia-
tion, i.e.,

score — mean
g

4. EXPERIMENTAL SETTING

As also pointed out in [7], the great majority of highly rel-
evant elements are taken from the set: {article, bdy, abs,
sec, ssl, ss2, p, ipl}, because they represent more mean-
ingful results for a query. We intended to build a separate
index for each of these elements; however, a bug in the pro-
gram for building the indices of more specific elements (i.e.,
paragraphs) and a tight schedule prevented us from doing
so. In the experiments reported here we use only 5 types of



Table 1: Average precision (strict quantization) by
weighting method and by normalization scheme.
DFR  Okapi SLM

Q 0.0695 0.0769 0.0927
Max 0.0903 0.0963 0.0931
MinMax | 0.0853 0.0911  0.0848
Sum 0.0713 0.0806  0.0492
Z-score | 0.1018 0.0987  0.0938

elements: {article, abs, sec, ssl, ss2 }. Even the runs actu-
ally submitted by us to INEX for evaluation had the same
limitation.

Each index was built as follows. We identifed the individual
words occurring in the elements of interest, ignoring punc-
tuation and case; thus, a strict single-word indexing was
used. The system then performed word stopping and word
stemming, using Porter algorithm [10].

At run time, we ran each INEX 2004 CO topic against all 5
indices and computed the ranking associated with each in-
dex. Only the title topic statement was considered. For each
query and for each index, we then computed three rankings,
one for each weighting model. The choice of the parameters
involved in the weighting models was as follows.

DFR c¢=2
Okapi k1 = 1.2, ks = 1000, b = 0.75
SLM  p = 1000

Then, for each query, we merged the index level rankings of
each weighting model using the five normalization schemes
described above.

5. RESULTS

We computed in all 15 rankings, i.e., three weighting models
times five normalization schemes. In order to evaluate the
retrieval effectiveness, we focus on strict relevance; i.e., on
highly exaustive and specific (E3S3) elements. This choice
was partly motivated by the importance of this task for an
XML information retrieval system, partly by the observation
that a E3S3 relevance judgement may better reflect the will
of the assessor rather than the rules enforced by the evalua-
tion system, which were found to produce a proliferation of
small irrelevant elements labeled as (partially) relevant.

The results are shown in Table 1; performance was mea-
sured using average precision averaged on the 25 topics with
nonempty E3S3 elements.

Before discussing the results, we would like to make one gen-
eral comment about the absolute value of the strict quan-
tization figures at INEX 2004. Our impression is that the
results have been penalized by a large number of elements
that have probably been mistakenly labeled as strictly rele-
vant (E3S3) for some topics. For instance, there are as many
as 288 E3S3 ”it” elements and 68 E3S3 ”"tmath” elements
associated with one single topic. Also, the 55% of all E3S3
elements (i.e., 1429 out of 2589 elements) is associated with
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only two topics. Even though evaluation of precision may
not be so much affected by these spurious elements, because
they will probably not be highly ranked by the retrieval sys-
tems, this will definitely downweight the recall part of the
evaluation measures.

Turning to the relative behaviour of the different methods
tested in the experiments, the results in Table 1 show that
there was a huge variability in retrieval effectiveness. The
worst performance was obtained by the pair SLM/Sum, with
an average precision of 0.0492; the best performance by the
pair DFR/Z-score, with an average precision of 0.1018 (+
102%). Incidentally, the submitted runs were obtained us-
ing DFR with Q, with official scores very similar to that
reported here (0.0695).

If we look at the behaviour of the weighting models when
the normalization scheme is kept constant, we see that no
weighting model clearly won. DFR achieved the best results
for Z-score, Okapi for Max, MinMax, and Sum, and SLM for
Q. In most cases (i.e., for Max, MinMax, and Z-score), the
results were comparable.

The results for the normalization schemes reveal a more
interesting pattern. The most important finding is that
Z-score achieved the best performance for each weighting
model, with notable performance improvements over the re-
sults obtained by the other normalization schemes using the
same weighting model. In particular, for DFR, the average
precision grows from 0.0695 with Q to 0.1018 with Z-score,
and for Okapi, it grows from 0.0769 with Q to 0.0987 with
Z-score.

The results in Table 1 also show that Max was consistently
ranked as the second best normalization scheme for each
weighting model, although with more comparable perfor-
mance improvements than Z-score. The other three nor-
malization schemes showed a mixed behaviour.

The results presented so far were obtained considering the
full set of relevance judgements. As our system only deal
with five types of elements, all the other relevant elements
cannot be actually retrieved. So it may be interesting to see
what happens if we remove from the relevance set all the
elements other than those used by the system. This should
give an idea about the results that this method might obtain
if we expanded the number of indices to include at least
the body and paragraph elements. On the other hand, it
must be considered that not all indices are alike; chances
are that there are proportionally fewer small elements (e.g.,
paragraphs) that are relevant, so it may be more difficult to
find them.

If we consider only the elements dealt with by our system,
we get 614 E3S3 elements (rather than 2589). In Table 2,
we show the retrieval effectiveness of the weighting/merging
methods relative to such a restricted set of E3S3 elements,
in which only the elements {article, abs, sec, ssl, ss2 } have
been kept.

If we compare the results in Table 1 with those in Table 2,
we see that passing from unrestricted to restricted relevance
judgements roughly doubles the retrieval performance. The



Table 2: Average precision (strict quantization) by
weighting method and by normalization scheme on

the restricted relevances.
DFR  Okapi SLM

Q 0.1352 0.1500 0.1673
Max 0.1716 0.1791 0.1651
MinMax | 0.1594 0.1654 0.1479
Sum 0.1520 0.1517 0.0911
Z-score 0.2080 0.2033 0.1807

improvement might seem smaller than one might expect by
judging from the decreasing in the number of relevant ele-
ments. Consider that the system retrieves the same elements
in the same order in both situations, so the change in average
precision only depends on the different number of relevant
elements per query. As this number roughly reduces to one
fourth (from 2589 to 614), it may be somewhat surprising
to see that the average precision just doubled, rather than
becoming four times greater. In fact, we checked that most
of the relevant elements other than those considered by our
system are concentrated in a very small number of topics.
For instance, 323 out of the 691 E3S3 paragraphs are asso-
ciated with just one query.

The results in Table 2 confirm the main findings obtained
for the unrestricted relevances. The main differences are
that DFR achieved the best performance for two normaliza-
tion schemes rather than for one and that the performance
variations were slightly less marked.

On the whole, our results suggest that while the differ-
ent weighting models achieved comparable retrieval perfor-
mance the normalization schemes differed considerably, with
Z-score showing a superior performance. This raises the
question of why Z-score worked better. One explanation
is that Z-score is based on aggregate statistics, which are
more robust (e.g., with respect to outliers). However, this
is not completely satisfying, because Sum is also based on
aggregate statistics and it did not score so well. A better
understanding of why some methods perform better than
others would probably require a deeper analysis of the rank-
ing data.For instance, as standard scores are especially ap-
propriate for data that are normally distributed, one can
hypothesize that the ranking data follow this distribution.

Our results also suggest that certain combinations of weight-
ing and merging work particularly well (e.g., DFR and Z-
score ) or particularly badly (e.g., SLM and Sum); an anal-
ysis of the mutual relationships between weighting models
and merging schemes is another issue that deserves more
investigation.

6. CONCLUSIONS

The main indication of our experiments is that there is
much scope for improving the performance of XML retrieval
based on separate indices. We showed that an appropri-
ate choice of the weighting model and normalization scheme
may greatly improve the retrieval effectiveness of this tech-
nique.
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One direction for future work is to use more queries and eval-
uation measures, incorporating past statistics about distri-
bution of relevant elements across element types to improve
combination of results. As one shortcoming of using sepa-
rate indices is that the relationships between the elements in
different indices are not taken into account, future work will
also consider how to discriminate between nested retrieval
results
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ABSTRACT

Exploiting the structure of a document allows for more pow-
erful information retrieval techniques. In this article a basic
approach is discussed for the retrieval of XML document
fragments. Based on a vector-space model for text retrieval
we aim at investigating various strategies that influence the
retrieval performance of an XML-based IR system.

The first extension of the system uses a schema-based ap-
proach that takes into account that authors tag their text
to emphasise on particular pieces of content that are of im-
portance. Based on the schema used by the document col-
lection, the system can easily derive the children of mixed
content nodes. Our hypothesis is that those child nodes are
more important than other nodes.

The second approach discussed here is based on a horizontal
fragmentation of the inverse document frequencies, used by
the vector space model. The underlying assumption states
that the distribution of terms is related to the semantical
structure of the document. However, we observed that the
IEEE collection is not a good example of semantic tagging.

The third approach investigates how the performance of the
retrieval system can improve for the ’Content Only’ task
by using a set of a-priori defined cut-off nodes that define
‘logical’ document fragments that are of interest to a user.

1. INTRODUCTION

The upcoming XML standard as a publishing format pro-
vides many new challenges. One of these challenges, the
scope of INEX [2], is the retrieval of structured documents.
This requires new techniques that extend current develop-
ments in text retrieval. Not only should an XML retrieval
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system be equipped with an adequate text retrieval strategy,
it is also required that the system is capable to take the doc-
ument structure into account during the retrieval process.

The structure of the XML document is not only used to re-
fine the query formulation process, it also allows to retrieve
more accurate the relevant pieces of information that a user
is interested in. For the ad hoc track of INEX, two tasks
are defined that take these aspects into account: the Con-
tent Only (CO) task and the ‘ Vague Content and Structure
(VCAS) task [4]. The aim of both tasks is to retrieve rele-
vant document fragments. The difference lays in the query
formulation. The CO task uses only a keyword specification,
as commonly used for text retrieval and the well-known In-
ternet search engines. The VCAS task, however, also takes
the document structure into account for the query formula-
tion, using the NEXI specification.

The challenge is thus to build the best content-based XML
retrieval system that allows for the retrieval of relevant text
fragments, while taking the structure of the XML documents
into account. Our personal aim is more modest, since we are
primarily interested in the effect of our hypothesis on the re-
trieval performance of an XML retrieval system. Therefore
we have built a retrieval system, that is based on the vector
space model for text retrieval and use a strict interpreta-
tion of the structural constraints, formerly referred to as
the strict content and structure (SCAS) task.

We have three hypothesis that we want to put to the test.
First of all our aim is to investigate whether the retrieval
performance of our default XML retrieval system can be im-
proved by taking into account that the author uses markup
(structure) to emphasise on particular pieces of text that
are of extra importance, i.e. bold/italic text, itemised lists,
or enumerations. Focusing on the XML structure, examples
of these text fragments are typically found within mized-
content nodes. The content model of a mixed-content node
contains a mixture of text and child-elements. Using the
DTD or XML-schema definition the content type of nodes
can easily be determined. In this article we refer to this as
the schema-based run.

Another hypothesis that we want to investigate here, takes



into account that some terms will occur more often within
certain XML document fragments, than in other document
fragments. Adjusting the term weights taking this distribu-
tion into account will increase the performance of the rank-
ing of the retrieval strategy. This hypothesis has already
been tested successfully in the context of XML and seman-
tical schemas [9]. The vector space model consists of two
components: a document statistic, i.e. the term frequency
(tf), and a collection statistic, i.e. the inverse document fre-
quency (idf). These two statistics are calculated for each
term in the document collection. However, the inverse doc-
ument frequencies are no longer calculated over the entire
document, but for small text fragments. Assume now that
some terms occur less frequently in abstract, than in other
parts of the document. As a result the idf, and thus the
term weight, of those terms is valued relatively low com-
pared to other terms in the abstract. Using a fragmented
document frequency, where the idf is calculated per XML
element name corrects this problem. Our experience is that
for semantically tagged XML documents an increase in re-
trieval performance can be achieved, when the query consists
of two or more query terms [9]. We refer to this strategy as
the fdf run.

The third hypothesis focuses on the CO task. For the CO
task it is not specified in the query, which document frag-
ments should be returned by the system. Returning entire
documents as the result of a query will result in a low perfor-
mance according to the specificity quantisation [3], since it
is likely that only small portions of the XML document will
contain relevant information. To deal with this we have de-
fined a cutoff node set, that consists of XML elements that
provide a partial logical view on the XML document. When
retrieving XML document fragments this node set is used
to return smaller fragments, that have a higher specificity
of the content in relation to the query terms. We refer to
this strategy as the cutoff run.

1.1 Organisation

In the remainder of this article we first discuss the approach
used to index the XML collection in Section 2. In Sec-
tion 3 the different retrieval strategies for querying XML
documents is discussed for the different runs that we have
submitted for INEX 2004. The results of our system are
presented in Section 4, together with the unofficial runs that
we computed with improved performance of the vector space
model. Finally we come to our conclusions in Section 5.

2. INDEXING THE XML COLLECTION

To index the IEEE XML document collection the XML
structure of each document is analysed and a text retrieval
strategy is implemented. In Section 2.1 the indexing of the
index structure is discussed, while in Section 2.2 the text
retrieval component is described.

2.1 Processing XML Structures

To index the XML collection the structure of each document
is analysed as follows. The nodes are numbered using the
method described in Table 1. This resembles an approach
adopted by others [5], however we have chosen not to number
the individual terms within a text fragment, but to refer to
a text fragment as a whole.
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<ElementA>1!
TextFragmentA?
<ElementB>3
TextFragmentB*4
</ElementB>5
<ElementC>6
TextFragmentC7
< /ElementC>8
<ElementB/>*
TextFragmentD10
</ElementA>11

Table 1: XML example. illustrating the numbering
of nodes

Furthermore we keep track of parent-child relations for each
node. All node information is stored in the Element table,
as shown in Figure 2. This table contains the following
information about element nodes: A unique id, the element
name, a reference to its parent, a pointer to the document
containing the element, and the unique path leading to the
element node. Finally, for each element node the start and
end positions are stored, as explained above.

Whenever the indexer encounters a text fragment, a new
id is generated and stored in the table TextFragment. A
reference to the parent node, its position in the document,
the number of terms, i.e. the length, and a pointer to the
document URI is stored. The text fragment is then handed
to the text indexer.

Document

Element
[ id | name [ parent | document [ path [ start [ end |

Textfragment
[ id | parent | position [ length | document |

Term
[ content | fragment [ tf | tfidf |

Table 2: Internal data structure

2.2 Processing Text Fragments

The text retrieval component of our indexing system is based
on vector space model [1]. This component analyses the
rather small text fragments according to the following steps:

e pre-processing. A number of basic text operations
are called during the pre-processing step. Among these
are lexical cleaning, stop word removal and stemming [1].

e indexing. Using a bag of terms approach the fre-
quencies of the terms occurring in the text fragment
are calculated. After processing a text fragment, all
the terms are stored in the Term table. For each term,
its content, a reference to the corresponding text frag-
ment and the term frequency is stored in the database.

e post-processing. Once all documents have been in-
dexed the collection statistics are calculated. For each
unique term in the collection the inverse document fre-



quency is calculated as:

N
idf (t) = log(—— 1
idf (1) = log(755). 1)
with N being the total number of unique terms, and
n(t) the number of text fragments in which term t
occurs.

Later on, we also used a normalised tf factor [7]. The
ntf factor reduces the range of the contributions from
the term frequency of a term. This is done by com-
pressing the range of the possible tf factor values. The
ntf factor is used with the belief that mere presence of
a term in a text should have a default weight. Addi-
tional occurrences of a term could increase the weight
of the term to some maximum value. To compute this
factor we used:
tf(t)

ntf(t) =05 + 05 x — 0 (2)
tf(t) contains the raw term frequency for the term,
while max t f(t) provides the maximum term frequency
found in that text fragment.

The tfidf for each term in Term is then calculated as:

. tf(t) =adf (t
tpidg(r) = WO, 3)
Where [ is the length of the text fragment. NB. this is
not a standard way to normalise the term weights for
the length of the text fragments.

3. QUERYING THE XML COLLECTION

For INEX we submitted six runs, as discussed below. They
all use the same vector space model, with the exception of
the fdf runs. Furthermore, we believe that this implemen-
tation of the vector-space model leaves plenty of room for
improvement. When discussing the results, we will show
some simple modifications that improve the retrieval per-
formance of our system. Our interest in this experiment
focuses mainly on the effect of using different XML-based
mechanisms for calculating the relevances of the document
fragments retrieved by our system. The following official
runs where computed for the INEX 2004 topic set:

3.1 Content and Structured XML retrieval

The so called vague content and structure (VCAS) topics
are defined using the NEXI specification [8]. Our system
implements the NEXI grammar for these types of topics
and evaluates the NEXI queries by following the path ex-
pressions and narrowing down the possible set of results. In
fact our system enforces that the path constraints defined
by the topic are computed in a strict fashion, according to
the SCAS specification. We computed the following three
runs for the VCAS ad hoc task:

e 33-VCAS-default. Our default approach to com-
pute a ranking of the retrieved documents simply de-
termines a set of possible document fragments for the
first structural constraint, and assigns a textual rele-
vance of ‘0’ to them. If a filter clause is available, this
set is narrowed down, according to the conditions de-
fined in the filter. If an about-clause is defined within
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that filter, a relevance ranking of the document frag-
ments is obtained by the system. This basic approach
is followed for all VCAS runs submitted. The variance
between the runs is determined by the implementation
of the about-clause.

Consider for example the following NEXI-query, pre-
sented in Table 3.

//articlelabout(.//abs, classi fication)]//seclabout(.,
experiment compare))

Table 3: NEXI example: INEX 2004, topic 132.

During the first step a set of article-fragments is re-
trieved, having a relevance score of ‘0’. The next step is
to evaluate the about-filter, narrowing down the set of
articles to those containing an abstract, which con-
tains the word ‘classification’. The relevances com-
puted by the about function are then summed and
associated with the corresponding article-fragments.
For this set, the second path-constraint is computed,
which in this case results in a set of sec-nodes, which
inherit the relevances computed for the parent article
nodes. Again the about-filter is evaluated and the rel-
evances are added to the existing relevance scores of
the retrieved sec nodes.

For the default run the relevances for the document
fragment are simply calculated by filtering all the rel-
evant terms from the TERM table, using only the pos-
itive query terms. The relevance for each document
fragment, defined in the offset of the about clause, is
then calculated by summing over the terms of the text
fragments that are contained within the start- and end
position of the document fragment.

33-VCAS-schema. The structural constraints for
this run are computed similar to the default run. How-
ever the about function uses a weighing function, that
increases the weight of those nodes which are consid-
ered of more importance.

The underlying hypothesis is that authors writing text
use markup to emphasise on particular pieces of con-
tent that they find of more importance. Simple ex-
amples are those text fragments containing bold and
italic text. A reader’s attention is automatically drawn
whenever a bold or italic text fragment is seen. In
XML, this markup is typically found within mized-
content nodes. Mixed content nodes are nodes that
allow both text fragments and additional markup to
be used in a mixed context. In our case, we are in-
terested in the set of child nodes found within such
mized-content nodes. Using the DTD, or XML-schema
definition this node set can be easily computed.

To compute the relevances of the XML document frag-
ments the system first has to derive the set with text
fragments containing relevant terms. If one or more
ancestor nodes are contained in the set with mixed-
content nodes a multiplication factor, i.e. 2, 4, 8 or

.., is added to the weight of that text fragment, de-
pending on the number of mixed-content nodes that
are found. Next, the relevance for each document frag-
ment is calculated by summing over the terms of the



text fragments that are contained within the start- and
end position of the document fragment.

e 33-VCAS-fdf. This run uses an alternative way of
calculating the term weights. The vector space model
uses a combination of two statistics to calculate the
term weights, i.e. the term frequencies and the in-
verse document frequencies. The inverse document
frequency is a collection measure, that determines how
frequently a term occurs in different documents of the
collection. For the ’fragmented document fragments’-
run (fdf) we have used a fragmented version of the
inverse document frequencies (ifdf).

The underlying assumption for this fragmentation is
that if the XML structure of the document is not
merely based on presentation, but defines a semantic
structure for the content contained in the document, it
is likely that some terms, associated with the semantic
structure will appear more often in certain document
fragments than other terms.

For example, in text fragments discussing cultural in-
formation about a destination, the term ‘church’ is
more likely to appear, than in text fragments that dis-
cuss sports activities'. Consider now the following in-
formation request: ‘Find information about basketball
clinics in former churches’, the term church is an im-
portant query term in this search, however the idf for
the query term ‘church’ will be relatively low if the
document collection contains both cultural- and sports
descriptions of destinations. We have found that the
retrieval performance improves significantly [9], when
using the fdf approach. The retrieval strategy, based
on the ifdf, is capable of ranking the relevant docu-
ments higher in the ranking, if the query consists of two
or more query terms. In fact, increasing the amount
of query terms will result in a higher retrieval perfor-
mance.

3.2 Content Only XML retrieval
For the CO task we have defined four runs.

e 33-CO-default. The content only runs are mainly
driven by the text retrieval component. The positive
query terms defined for each content only topic are
used to find relevant text fragments. The term weights
found in each text fragment are summed over the cor-
responding parent node of each text fragment.

In the next step the result set is grouped and summed
per document. As a result the smallest common docu-
ment fragment that can be retrieved for each document
is returned as the result of a query. This approach
ensures that no redundancy is possible between the
document fragments retrieved by the system.

This approach has two advantages: no redundancy in
the retrieved document fragments, and the retrieved
fragments should score high on the exhaustiveness mea-
sure. This also introduces the drawback of this ap-
proach: together with the relevant information a lot

!This example is based on the Lonely Planet collection,
where the tagging of content is semantically organised[9].
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of ‘garbage’ is retrieved, resulting in poor performance
from a specificity point of view.

e 33-CO-schema. This run is a combination of runs 33-
CO-default and 33-VCAS-schema. It uses the multi-
plication scheme for the children of the mixed-content
nodes, and the combinational logic as defined for the
default approach described above. In this way, for each
document the smallest document fragment is returned
that contains all relevant text fragments.

e 33-CO-cutoff. From a user point of view not all docu-
ment fragments that can be retrieved are logical units.
To facilitate this, we have defined a set of nodes that
provide the users logical document fragments. The
aim here is to find a balance between the exhaustive-
ness and specificity measures. For the IEEE collection
we have defined a cutoff-node set containing five nodes:
fm, abs, sec, bib, article. The article element forms the
root node of many documents and should always be
there, to prevent losing documents from the result set.

After retrieving the relevant text fragments, the par-
ent nodes are retrieved and (child) results merged into
larger document fragments, until a node is found that
is contained in the set with cutoff-nodes.

33-CO-fdf? This run is also a combination of two
other runs: 33-VCAS-fdf, and 33-CO-default. Instead
of the default tfidf weights this run uses the tfifdf in-
dex, as explained in Section 3.1

4. RESULTS

In this section we will first present the results CO task and
then the results for the VCAS task. All plots and measures
were calculated using the on-line evaluation tool [6].

4.1 CO task

We first discuss the results of the official run for the CO
task in Section 4.1.1. To improve on the performance for
the CO task we need a better retrieval strategy for the text
retrieval component. In Section 4.1.2 we investigate the ef-
fect of minor modifications in the vector space model on the
retrieval performance for the CO task. Finally we compare
and discuss the performance for all CO runs in Section 4.1.3.

4.1.1 Official runs

Figure 1 gives an overview of the performance of our CO
runs. The CO-default-run performed best when evaluated
using the strict quantisation measure. Slightly better per-
formed the run CO-